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ABSTRAKT 

Cílem této práce je prozkoumat a porovnat nasazení aplikací na cloudových a lokálních 

serverech se zaměřením na aspekty výkonu, škálovatelnosti, nákladové efektivity a 

bezpečnosti. Rostoucí popularita cloud computingu přinesla nové možnosti nasazení ap-

likací, které nabízejí flexibilitu, škálovatelnost a nižší režijní náklady na správu infra-

struktury. Pro některé organizace však zůstává nasazení lokálních serverů životaschopnou 

možností, která nabízí větší kontrolu nad infrastrukturou a daty. Tato práce poskytne 

pohled na kompromisy a výhody jednotlivých přístupů a pomůže organizacím při přijímání 

informovaných rozhodnutí týkajících se strategií nasazení aplikací. 

 

 

 

ABSTRACT 

This thesis aims to investigate and compare the deployment of applications on cloud serv-

ers and on-premises servers, focusing on the aspects of performance, scalability, cost-

effectiveness, and security. The growing popularity of cloud computing has introduced 

new possibilities for application deployment, offering flexibility, scalability, and reduced 

infrastructure management overhead. However, on-premises server deployment remains a 

viable option for certain organizations, offering greater control over infrastructure and da-

ta. This thesis will provide insights into the trade-offs and benefits of each approach, assist-

ing organizations in making informed decisions regarding application deployment strate-

gies. 
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1 INTRODUCTION  

The IT infrastructure landscape has completely changed as a result of cloud computing, 

which provides easy online access to a wide variety of computer resources. Organizations 

have been forced to reconsider their IT strategy as a result of this paradigm change, espe-

cially when it comes to determining how effective their server architecture is under differ-

ent deployment scenarios. 

In this thesis, we examine the relative server efficiency of several deployment options, 

such as traditional on-premises configurations and cloud-based Infrastructure as a Service 

(IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). 

Although cloud services provide flexibility, scalability, and possible cost savings, worries 

about data privacy, security, and regulatory compliance still exist. On the other hand, on-

premises deployments provide you with more control over the infrastructure, but they 

could cost more upfront and require more constant upkeep. 

The objective of this research is to conduct a thorough assessment of server efficiency pa-

rameters, including throughput, latency, scalability constraints, and resource usage, using 

several deployment methods. We aim to determine the benefits and drawbacks of each 

deployment type through stress and performance testing carried out on various cloud and 

on-premises systems. 

Additionally, we will explore the impact of emerging technologies like serverless compu-

ting and edge computing on server efficiency. By addressing research gaps and providing 

practical recommendations, this thesis aims to assist organizations in optimizing their serv-

er infrastructure deployment strategies to align with their unique needs and requirements. 

1.1 Background and motivation 

The advent of cloud computing technology has brought about a significant transformation 

in the application deployment landscape in recent years. Many advantages come with 

cloud computing, including reduced infrastructure management overhead, scalability, and 

flexibility, all of which are handled automatically by the cloud service. On the other hand, 

traditional on-premises server deployment offers benefits of its own, such as more control 

over data and infrastructure. 
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This study is driven by the necessity to comprehend and assess how much more efficient it 

is to deploy apps on cloud servers as opposed to on-premises servers. With the multiplica-

tion of application deployment options, organizations must have a thorough understanding 

of the advantages and disadvantages of each strategy. By delving into this subject, we hope 

to offer organizations insightful advice that will help them make well-informed decisions 

about how to deploy applications. 

1.2 Research Objectives 

Looking at the research objectives, this thesis aims to perform an efficiency evaluation and 

comparative analysis of the deployment of applications on on-premises and cloud servers. 

To accomplish this overall goal, the following goals will be worked toward: 

1. Use strict benchmarking and testing procedures to evaluate the performance of 

apps installed on cloud servers versus those installed on on-premises servers. 

2. Compare and contrast the deployment models' scalability features, taking work-

load management, elasticity, and resource provisioning into account. 

3. Examine the security ramifications of installing apps on cloud servers as opposed 

to on-premises servers, taking vulnerability management, data protection, and com-

pliance into account. 

By fulfilling these goals, we hope to offer insightful information about how effective it is 

to deploy apps on cloud servers as opposed to on-premises servers, helping businesses 

make decisions that are tailored to their unique needs and limitations. 

1.3 Scope and Limitation 

Concerning the Limitations and Scope, It is crucial to clearly define the parameters of this 

research to make it clear what will be covered and what might fall outside of its purview: 

Scope: 

The deployment of common web-based applications on cloud servers—such as Amazon 

Web Services, Microsoft Azure, and Google Cloud Platform—and on-premises servers in 

a controlled environment will be the main comparison point for this study. 

• Metrics like response time, throughput, and resource usage under various workload 

scenarios will be included in the performance evaluation.  
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• The capacity of each deployment model to manage growing user loads and 

dynamically distribute resources will be considered during the scalability analysis 

process.  

• Examining data protection methods, access restrictions, compliance plans, and 

possible weaknesses in every deployment model are all part of the security 

considerations. 

Limitation: 

• The research might not take into consideration every potential variation in 

deployment configurations or particular use cases that apply to every organization. 

• Although they can't be completely replicated in a controlled research setting, real-

world factors like network latency, geographic distribution, and organizational 

constraints may have an impact on the results. 

• Although security assessments will be based on industry standards and recognized 

best practices, they might not include all potential security risks or newly emerging 

threats. 

Despite these drawbacks, the goal of this research is to add to the body of knowledge al-

ready available in the fields of infrastructure management and cloud computing by offering 

insightful information about the relative effectiveness of deploying apps on cloud servers 

as opposed to on-premises servers. 
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2 OVERVIEW OF CLOUD COMPUTING AND ON-PREMISES 

SERVER  

Cloud computing, which offers on-demand access to a shared pool of configurable compu-

ting resources over the internet, has completely changed how businesses deploy and man-

age their IT infrastructure. Infrastructure as a Service (IaaS), Platform as a Service (PaaS), 

and Software as a Service (SaaS) are the three deployment models that are commonly used 

to group cloud services. On-premises servers, on the other hand, relate to the actual hard-

ware and software infrastructure that an organization owns, operates, and maintains on its 

own property.[1] 

In Addition to the description of the above Services, 

1. Infrastructure as a Service (IaaS): 

Infrastructure as a Service (IaaS) is a cloud computing model where users can rent virtual-

ized computing resources over the Internet. In an IaaS model, users have access to virtual-

ized hardware resources such as servers, storage, and networking components, which they 

can manage and control remotely. Users typically pay for IaaS services on a pay-as-you-go 

basis, where they are charged based on their usage of resources such as CPU cycles, stor-

age space, and network bandwidth. Examples of IaaS providers include Amazon Web Ser-

vices (AWS), Microsoft Azure, and Google Cloud Platform (GCP).[1] 

2. Platform as a Service (PaaS): 

Platform as a Service (PaaS) is a cloud computing model that provides users with a plat-

form to develop, run, and manage applications without having to worry about the underly-

ing infrastructure. In a PaaS model, developers can build, deploy, and scale applications 

using tools and services provided by the cloud provider, such as development frameworks, 

databases, and application runtime environments. PaaS abstracts away many of the com-

plexities associated with managing infrastructure, allowing developers to focus on writing 

code and delivering value to their customers. Examples of PaaS providers include Heroku, 

Microsoft Azure App Service, and Google App Engine.[2] 

3. Software as a Service (SaaS): 

Software as a Service (SaaS) is a cloud computing model where users can access and use 

software applications over the internet on a subscription basis. In a SaaS model, the soft-
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ware applications are hosted and maintained by the cloud provider, and users can access 

them through a web browser or application interface. SaaS offerings are typically provided 

on a multi-tenant architecture, where multiple users share the same instance of the applica-

tion while still maintaining data isolation and security. Examples of SaaS applications in-

clude Salesforce, Microsoft Office 365, and Google Workspace.[3] 

2.1 Comparison of Deployment Models 

Cloud computing has become embraced in the computer world. Cloud implementation is 

the process of creating a virtual computing environment. Deployment in the cloud provides 

organizations with flexible and scalable virtual computing resources. A cloud deployment 

model is the type of architecture in which a cloud system is deployed. These models differ 

in terms of administration, ownership, access control, and security protocols. This paper 

describes the different types of cloud computing service models and deployment models; it 

also gives us a comparative study of various clouds using many factors. The comparison is 

simply based on various factors such as reliability, cost, data control, workload, perfor-

mance, and many other cloud parameters.[4] 

2.2 Benefits and Challenges of Cloud Deployment 

Cloud deployment refers to the practice of storing and accessing data and applications over 

the internet on remote servers managed by a cloud service provider (CSP). This approach 

offers a range of benefits and challenges for organizations, as outlined below: 

Benefits: 

• Scalability and agility: Cloud resources can be easily scaled up or down based on 

demand, allowing for rapid adaptation to changing business needs and fluctuating 

workloads. This enables organizations to be more agile and responsive to market 

opportunities without significant upfront investment in hardware.[5]  

• Cost-efficiency: Cloud services offer a pay-as-you-go model, eliminating the need 

for large upfront investments in hardware and software. This can be particularly 

beneficial for organizations with unpredictable or fluctuating resource needs, as 

they only pay for the resources they use. [6] 

• Accessibility and mobility: Cloud-based applications and data are accessible from 

any device with an internet connection, enabling remote work and collaboration 

for geographically dispersed teams. This enhances employee productivity and 
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flexibility while supporting a mobile workforce.[7]. Also, Cloud computing 

promises a new era of service delivery and deployment in such a way that every 

person can access any kind of service like storage, application, operating system 

and so on from anywhere, any time, using any device having an internet 

connection. Cloud computing opens new possibilities approaching sustainable 

solutions to deploy and advance their services upon that platform[8]. The 

sustainability of Cloud computing is to be addressed in terms of environmental and 

economic effects. In this thesis, we explore the energy-efficient approaches inside 

data centres from the site and IT infrastructure perspective, incorporating cloud 

networking from the access network technologies and network equipment point of 

view to provide a comprehensive prospect for achieving energy efficiency in cloud 

computing. Traditional and Cloud data centres would by compared to figure out 

which one is more recommended to be deployed[9]. Virtualization, as the heart of 

energy-efficient Cloud computing that can integrate some technologies like 

consolidation and resource utilization, has been introduced to prepare a 

background for the implementation part[9]. Finally, approaches for Cloud 

computing data centres at the operating system and especially the data centre level 

are presented, and Green Cloud architecture as the most suitable green approach is 

described in detail [10]. In the experiment segment, we modelled and simulated 

Facebook and studied the behaviour in terms of cost per,formance, and energy 

consumption to reach the most appropriate solution.[11] 

• Simplified management: Cloud providers manage the underlying infrastructure, 

including hardware, software, and security updates, freeing up the organization's 

IT resources to focus on core business activities. This reduces the operational 

burden and allows IT teams to focus on strategic initiatives. [12] 

Challenges: 

• Security concerns: Cloud computing services enabled through information 

communication technology delivered to a customer as services over the Internet on 

a leased basis have the capability to extend up or down their service requirements 

or needs[13]. In this model, the infrastructure is owned by a third-party vendor, and 

the cloud computing services are delivered to the customers who request them. The 

cloud computing model has many advantages, including scalability, flexibility, 

elasticity, and efficiency, and supports outsourcing noncore activities of an 
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organization[14]. Cloud computing offers an innovative business concept for 

organizations to adopt IT enabled services without advance investment. This model 

enables convenient, on-request network accessibility to a shared pool of IT 

computing resources like networks, servers, storage, applications, and services[15]. 

Cloud computing can be quickly provisioned and released with negligible 

management exertion or service provider interaction[13]. Even though 

organizations get many benefits from cloud computing services, many 

organizations are slow to accept the cloud computing service model because of 

security concerns and challenges associated with the management of this 

technology. Security, being the major issues which hinder the growth of the cloud 

computing service model due to the provision of handling confidential data by a 

third party, is risky, such that the consumers need to be more attentive in 

understanding the risks of data breaches in this new environment[13]. In this paper, 

we have discussed the security issues, challenges, and opportunities for the 

adoption and management of cloud computing services in an organization.[16] 

• Vendor lock-in: Dependence on a single cloud provider can lead to vendor lock-in, 

making it difficult and costly to switch to another provider in the future. Carefully 

evaluating vendor options and considering multi-cloud solutions can help mitigate 

this risk[17]. Vendor lock-in is a major barrier to the adoption of cloud computing 

due to the lack of standardization. Current solutions and efforts to tackle the vendor 

lock-in problem are predominantly technology-oriented. Limited studies exist to 

analyse and highlight the complexity of vendor lock-in problems in the cloud 

environment[17]. Consequently, most customers are unaware of proprietary 

standards that inhibit the interoperability and portability of applications when 

taking services from vendors. A survey based on qualitative and quantitative 

approaches conducted in most research has identified the main risk factors that give 

rise to lock-in situations. The analysis of our survey of 114 participants shows that, 

as computing resources migrate from on-premise to the cloud, the vendor lock-in 

problem is exacerbated[17]. Furthermore, the findings exemplify the importance of 

interoperability, portability and standards in cloud computing. A number of 

strategies are proposed to avoid and mitigate lock-in risks when migrating to cloud 

computing[18]. The strategies relate to contracts, the selection of vendors that 

support standardised formats and protocols regarding standard data structures and 
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APIs, and the development of awareness of commonalities and dependencies 

among cloud-based solutions. We strongly believe that the implementation of these 

strategies has great potential to reduce the risks of vendor lock-in. [19] 

• Limited control and customization: Cloud services adhere to the highest level of 

control since they serve as the base around which TOS providers construct their 

infrastructure and applications[20].TOS providers retain control over the platform's 

frontend architecture, information, data, and applications but have limited influence 

over the platform's backend infrastructure. Though this is not considered 

detrimental to any of the parties involved, but rather results in a beneficial 

relationship in which responsibility is divided according to each party's capabilities, 

with cloud providers facilitating data storage and the TOS provider offering 

terminals its cloud-based functionalities[21]. Cloud computing generates a 

contradiction; its enhanced mobility necessarily equates to higher control over 

terminal data. When obtaining a cloud-based TOS, the only actual hazard that 

demands immediate attention is when planning and administration are inadequate. 

Only firms that fail to match their IT strategy with their business goals will suffer 

cloud computing's disadvantages[21]. Failure to accurately show the regions of 

inefficiency in a terminal makes it difficult to determine the optimal TOS for cloud 

computing[22]. A few established firms are concerned that adopting a cloud 

architecture may expose their data and information to security threats. This element 

continues to be the primary impediment to businesses working at their highest 

possible level of efficiency[23]. Cloud computing is depicted as a liability when 

corporations make rash choices, resulting in a cascading effect that escalates into 

increasingly serious and dangerous concerns. For example, if a terminal adopts a 

TOS with forged cloud infrastructure and fails to scale resources appropriately, 

expenditures will skyrocket while profits will plummet. [24] 

• Latency and performance: It is a research issue on the Internet. Any performance 

in the cloud is undergoing the same meaning as the performance of the result on the 

client. The latency is compressed back to get clarity as to how and where they are 

running with both smartly written applications and an intelligently planned 

infrastructure[25]. The latency in a cloud is not tedious. In the future, cloud 

computing capacity and cloud-based applications are bound to increase at a very 
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rapid rate, thus increasing latency. Cloud latency must be improved on desktop 

PCs, which is the largest bottleneck in memory and storage.[26] 

2.3 Benefits and Challenges of On-Premises 

Benefits: 

• Greater control and security: Organizations have complete control over their data 

and applications, allowing them to implement stricter security measures and 

customize configurations to meet specific compliance requirements. This is 

particularly crucial for businesses handling sensitive data or operating in highly 

regulated industries.[27]  

• Customization: This subsection explores the advantages of customization for 

businesses. We discuss how tailoring SaaS applications can lead to improved user 

satisfaction, increased productivity, and enhanced decision-making. Additionally, 

we address the potential to leverage customization as a competitive differentiator in 

the market. The benefits of customization in SaaS cloud solutions have been 

explored in several research publications. Customization allows SaaS providers to 

tailor their offerings to meet the specific needs and preferences of individual 

customers, leading to increased customer satisfaction and improved business 

outcomes. [28] 

• Offline access: On-premises systems are not reliant on an internet connection, 

allowing for continued operation even during outages or in situations with limited 

internet access. This can be critical for businesses requiring uninterrupted access to 

core applications during network disruptions. On-premises systems refer to 

hardware and software infrastructure that organizations own, operate, and maintain 

on their own premises or property[29]. One of the key advantages of on-premises 

systems is their ability to function without relying on an internet connection. With 

on-premises systems, organizations have full control over their infrastructure, 

allowing them to maintain operations even during network disruptions or outages. 

Employees can continue to access critical applications and data stored on on-

premises servers, ensuring business continuity and productivity. Offline access is 

particularly important for businesses that operate in remote locations or in areas 

with unreliable internet connectivity. Examples of applications that benefit from 

offline access in on-premises environments include enterprise resource planning 
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(ERP) systems, customer relationship management (CRM) software, and business 

intelligence (BI) tools.[30] 

• Potential cost-effectiveness: While requiring an upfront investment in hardware 

and software, on-premises deployments can be more cost-effective in the long run 

for organizations with high, predictable workloads. This avoids ongoing 

subscription fees associated with cloud services, potentially lowering overall IT 

expenses over time, particularly for predictable usage patterns[31].  

Challenges: 

• High upfront costs: One of the main drawbacks of on-premise systems is the 

significant upfront capital expenditures required for hardware and infrastructure 

investments. Setting up an on-premise system can be expensive, requiring 

investments in servers, storage devices, networking equipment, and other 

hardware.[32] 

• Scalability limitations: Scaling on-premises infrastructure to meet changing needs 

can be complex and time-consuming. Adding additional capacity often requires 

acquiring and configuring new hardware and software, leading to potential delays 

in responding to increasing demands or fluctuating workloads. This can hinder 

agility and responsiveness to changing business needs. In Addition, Planning for 

future growth and investing in additional resources can be challenging with on-

premise systems. Expanding or upgrading an on-premise system can require 

additional hardware investments and complex migration processes, which may not 

be as agile and scalable as cloud systems.[32]  

• IT expertise required: Managing an on-premises infrastructure necessitates a 

dedicated IT staff with the expertise to handle installation, configuration, 

troubleshooting, and security updates. This can be a challenge for smaller 

businesses or those lacking the in-house IT resources to effectively manage the 

infrastructure, potentially impacting operational efficiency and security 

posture[33]. Also, On-premises infrastructure requires traditional IT skills, 

including hardware and software systems administration, networking, database 

management and security. Such a combined skill set can be difficult to find, and 

many of these skills are less applicable as enterprises shift workloads to the cloud 

and embrace DevOps methodologies.[34] 
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• Limited accessibility: On-premises applications are typically only accessible from 

within the organization's internal network, making remote access for employees 

working outside the office more complex. This can hinder collaboration and 

productivity for geographically dispersed teams or those requiring mobile access to 

applications[35].  

2.4 Previous Studies and Research Gaps 

On-premises and cloud computing represent the two dominant models for IT infrastruc-

ture deployment. Extensive research has explored the benefits and challenges of both ap-

proaches, aiming to guide organizations in making informed decisions for their specific 

needs. 

Previous Studies: 

• Security and compliance: Studies have shown that Cloud Security Alliance (2013) 

have compared security considerations in both models. While on-premises offer 

greater perceived control, cloud providers invest heavily in security infrastructure 

and expertise, making the comparison complex and dependent on specific 

organizational security needs and regulations. [1] 

• Performance and scalability: Studies have explored the aspects of performance 

and scalability. Cloud offerings typically provide on-demand scalability, while on-

premises require upfront infrastructure planning and potentially longer lead times 

for scaling.[12, pp. 50–58] 

• Management and agility: Studies have compared the management overhead and 

agility of both models. Cloud services generally offer centralized management and 

faster provisioning times, while on-premises deployments require dedicated IT staff 

and may involve longer setup processes[36]. 

Research Gaps: 

• Emerging technologies: Despite advancements in technology, the impact of 

emerging trends such as hybrid cloud models, serverless computing, and edge 

computing on the on-premises vs. cloud landscape remains inadequately explored. 

Current studies often lack comprehensive insights into how these emerging 

technologies influence deployment decisions, performance, and long-term 

viability[37]. 
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Context: Studies such as Varia (2016), Gartner's Top Strategic Technology Trends 

Report (2019), and Cisco's Visual Networking Index (2020) shed light on emerging 

technologies and their potential implications. However, there's a need for deeper 

analysis to understand their specific effects on the on-premises vs. cloud 

comparison.[38] 

• Organizational decision-making: The decision-making processes of organizations 

regarding on-premises and cloud adoption involve a multitude of factors, including 

technical requirements, financial considerations, and organizational culture. 

However, existing research often lacks a comprehensive understanding of the 

multifaceted nature of these decisions and the interplay between technical and non-

technical considerations[39]. 

Context: Studies such as Bala and Venkatesh (2016), McKinsey's report on cloud 

transition (2018), and Brynjolfsson and McAfee's book (2014) offer insights into 

organizational decision-making processes. Yet, there's a need for more nuanced 

analysis to capture the dynamic nature of these processes and address the diverse 

needs and challenges faced by organizations.[40] [41] 

• Long-term impact studies: While short-term benefits of cloud adoption, such as 

improved scalability and agility, are well-documented, there's a dearth of long-term 

impact studies that analyze the holistic effects of both on-premises and cloud 

deployments. Factors like business agility, cost-efficiency, and security require 

longitudinal studies to assess their sustained influence on organizational 

performance and competitiveness.[42] [43] 
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3 METHODOLOGY 

3.1 Research and Design Approach 

In this chapter, we will lay out the research design and methodology for contrasting the 

deployment of apps to on-premises and cloud servers. By using a comparative methodolo-

gy, the study will examine the deployment procedures, and performance indicators of the 

two deployment models. 

3.2 Data Collection and Analysis Methods 

Information on the deployment procedures and performance indicators related to deploying 

apps to on-premises and cloud servers will be gathered solely from the provided case 

study. 

Data Collection: 

The primary data source for this research will be a case study, offering detailed insights 

into deployment procedures and performance indicators across on-premises and cloud 

servers. Additionally, JMeter, an open-source performance testing tool, will facilitate data 

collection and analysis. Through JMeter, various user scenarios will be simulated, and per-

formance metrics like response times, throughput, and scalability will be measured[44]. 

These metrics will form the basis of the collected data, which will then be analyzed to as-

sess the efficacy of deploying applications to both cloud-based and on-premises servers. 

JMeter provides graphical representations of response time for each endpoint of the API, 

aiding in data interpretation and analysis. 

Data Analysis: 

Quantitative Analysis: Quantitative Analysis: Performance metrics such as response time, 

throughput, and scalability will be derived from the collected data. Statistical methods, 

including descriptive statistics, average mean and standard deviation will be used to ana-

lyze these metrics, enabling the identification of trends and patterns. 

This dual approach ensures that research findings are grounded in the specific context out-

lined by the case study, facilitating a comprehensive analysis of deployment procedures 

and performance indicators associated with deploying apps to on-premises and cloud serv-

ers. 
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3.3 Experimental Setup 

3.4 Experimental Setup 

The experimental setup for this research involves deploying the same application to both 

cloud servers and on-premises servers using representative use cases. Popular cloud service 

providers such as AWS and Azure Platform will be considered for cloud deployment. Ad-

ditionally, standard hardware and software configurations will be used for on-premises 

deployment. 

Performance tests will be conducted to measure response times, throughput, and scalability 

under different load conditions. Cost analysis will consider upfront investments, operation-

al expenses, and total cost of ownership over a specified period. 

The experimental setup is designed to ensure comparability and reproducibility of results, 

allowing for a rigorous evaluation of the efficiency of deploying applications to cloud 

servers and on-premises servers. Once the tests are conducted, the results will be analyzed 

to compare the deployment models effectively. 

This chapter outlines the research design, data collection and analysis methods, evaluation 

metrics and criteria, and experimental setup for comparing the deployment of applications 

to cloud servers and on-premises servers. These methods will facilitate an objective and 

comprehensive assessment of the two deployment models. 

3.1 Infrastructure Setup 

On-Premises Server Configuration: 

Hardware Configuration: 

• CPU: This is the central processing unit, essentially the brain of the computer. The 

model mentioned is a 12th Generation Intel Core i5 processor, which is responsible for 

executing instructions and performing calculations. 

• RAM: This stands for Random Access Memory, which is the computer's short-term 

memory. It's where data and instructions are stored temporarily while the CPU 

processes them. The system has 8GB of RAM. 

• Storage: This refers to the storage capacity of the computer, typically in terms of 

gigabytes (GB). The system has 476GB of storage space available. 
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• Network: This section provides information about the computer's network 

connectivity. 

• Interface Name: This specifies the name of the network interface, which is 

Ethernet in this case. 

• Physical Address (MAC Address): This is a unique identifier assigned to the 

network interface card (NIC) of the computer. It's used for communication on a 

local network. 

• Connection Status: Indicates whether the computer is currently connected to the 

network. 

• IP Address: This is the unique address assigned to the computer on the network. 

• IPv4: A version of the Internet Protocol that uses a 32-bit address scheme. The 

IPv4 address mentioned is 10.12.19.17. 

• IPv6: A newer version of the Internet Protocol that uses a 128-bit address 

scheme. The IPv6 address mentioned is fe80::b4b1:5668:e61c:51a8%4. 

• Subnet Mask: This determines the network portion of an IP address and the 

host portion. It's used for communication within the network. 

• Default Gateway: This is the IP address of the router or gateway device 

that allows the computer to communicate with devices on other networks or 

the internet. 

Software Configuration: 

• Operating System: This is the software that manages the computer's hardware and 

provides a user interface. The mentioned operating system is Microsoft Windows 10. 

• Web Server: This is software that serves web pages to users when they visit a website. 

The mentioned web server is Microsoft .Net Server. 

• Database Server: This is software that stores and manages data in a database. The 

mentioned database server is SQLite, which is a lightweight, file-based database 

management system. 

• Application Framework: This is a software framework that provides a foundation for 

developing applications. The mentioned framework is Microsoft ASP.Net 4.7, which is 

used for building web applications and services. 
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Network Configuration: 

• IP Address: This is the unique address assigned to the computer on the network, 

which was mentioned earlier as 10.12.19.17. 

• Subnet Mask: This determines the network portion of the IP address, which was 

mentioned earlier as 255.255.252.0. 

• Gateway: This is the IP address of the router or gateway device that allows the 

computer to communicate with devices on other networks or the internet, which was 

mentioned earlier as 10.12.16.1. 

Azure App Service Configuration: 

• Service Plan: This specifies the pricing tier and features available for the Azure App Service. 

The service plan is Free Azure for Students. 

• Region: This indicates the geographic location of the Azure data centre where the App Service 

is hosted. The region is North Europe. 

Network Configuration: 

• Virtual IP Address: This is the public IP address assigned to the Azure App Service. 

The virtual IP address is 20.107.224.53. 

Software Configuration: 

• Operating System: This is the operating system installed on the Azure App Service. 

The operating system is Windows. 

• Web Server: This is the software that serves web pages to users when they visit a 

website. The web server is ASP.Net, which is a framework for building web 

applications. 

• Database: This refers to the software used for storing and managing data. The 

mentioned database is SQLite, which is a lightweight, file-based database management 

system. 

• Application Framework: This is a software framework that provides a foundation for 

developing applications. The framework is Dotnetcore, which is a cross-platform 

framework for building modern, cloud-based applications. 
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AWS EC2 Instance 

EC2 Instance Configuration: 

• Instance Type: t2.micro (This specifies the size and performance capabilities of the 

virtual server.) 

• EBS Volume Type: gp2 (This refers to the type of storage volume attached to the EC2 

instance, providing a balance of performance and cost.) 

• Region: eu-north (This indicates the geographical location of the data centre where the 

EC2 instance is hosted.) 

EC2 Networking: 

• Public IP Address: 16.171.173.58 (This is the IP address that is accessible over the 

internet.) 

• Private IP Address: 172-31-33-86 (This is the internal IP address used within the 

Amazon Virtual Private Cloud (VPC).) 

• VPC: vpc-0c0ba7da8e214d875 (This is the Virtual Private Cloud where the EC2 

instance is deployed, providing isolated networking resources.) 

Software Configuration: 

• Operating System: Windows_Server-2022-English-Full-Base-2024.01.16 (This 

specifies the version and language of the operating system installed on the EC2 

instance.) 

• Web Server: Apache httpd 2.4.58 (This is the software that serves web content, such 

as websites and web applications.) 

• SQLite: SQLite file (This is the type of database used, specifically a file-based SQLite 

database.) 

• Application Framework: dotnet hosting 6.0.26 (This refers to the version of the .NET 

hosting environment for running .NET applications.) 

3.1.1 API Overview 

The API, or Application Programming Interface, serves as the backbone of our system, 

facilitating communication between different software components. It exposes a set of 

endpoints that allow external systems to interact with our application. 
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3.1.2 Purpose of the API 

The primary purpose of our API is to provide access to various functionalities of our ap-

plication in a structured and secure manner. It enables external clients, such as web or 

mobile applications, to perform actions and retrieve data from our system. In the context 

of our service, which is similar to Steam/GOG/Epic, the API allows developers and users 

to interact with the platform, manage game libraries, purchase games, and access gam-

ing-related features. 

3.1.3 UserGameManagement API Documentation 

Project Structure 

1. User_Game.Models: 

Contains the following folders: 

Common: Holds shared utility classes or helper methods. 

DAO (Data Access Object): Likely indicates the use of a repository pattern for data ac-

cess, possibly leveraging Dapper for database integration. 

Model: Contains data models representing entities in the system. 

Request: May include request DTOs (Data Transfer Objects) for API endpoints. 

Response: Possibly contains response DTOs for API endpoints. 

Security: holds security-related classes (e.g., authentication, authorization). 

Services: Potentially contains business logic services. 

Also includes a file named ModuleConfiguration.cs. 

UserGame.API: 

Includes the following folders: 

Connected Services: contain external service references. 

Dependencies: Holds project dependencies (e.g., NuGet packages), including Dapper for 

database interaction. 

Imports: contains namespace imports. 

Properties: Contains project properties and settings. 
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Contract: Contains controller files: 

GameController.cs: Handles game-related API endpoints. 

UserController.cs: Manages user-related API endpoints. 

logs: Contains log files (for logging purposes). 

Security: Contains JwtAuthenticationManager.cs (for JWT-based authentication). 

appsettings.json and appsettings.Development.json: Configuration files for application 

settings. 

New_UserGameDatabase.db: Represents the database file (possibly SQLite). 

Program.cs: The entry point for the application. 

2. Design Patterns and Architectural Styles 

While the image doesn’t explicitly reveal the design pattern or architectural style, we can 

make educated guesses based on the project structure: 

MVC (Model-View-Controller): 

The presence of controller files (GameController.cs and UserController.cs) in the “Con-

tract” folder suggests an MVC pattern. 

In MVC: 

Controllers handle user input. 

Models represent data and business logic. 

Views display the data. 

Repository Pattern: 

The “DAO” folder in “User_Game.Models” likely indicates the use of a repository pat-

tern, possibly with Dapper for database interaction. 

The repository pattern separates data access logic from the rest of the application. 

Dependency Injection: 

If there are services (e.g., in the “Services” folder), dependency injection might be used 

to inject dependencies into controllers or other components. 
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RESTful API Design: 

The presence of controller files in the “Contract” folder suggests that this API follows 

RESTful principles. 

RESTful APIs use HTTP methods (GET, POST, PUT, DELETE) to interact with re-

sources. 

Database Design: 

The “New_UserGameDatabase.db” file indicates database usage, potentially integrated 

with Dapper for streamlined database interaction. 

The architectural style likely involves connecting to a relational database (e.g., SQLite) 

for data storage. 

3.1.4 API Endpoints 

The API comprises several endpoints, each serving a specific function within the applica-

tion. These endpoints can be categorized based on the operations they support. Below are 

the main sections of our API, along with their corresponding endpoints: 

Request Payload Schemas: 

• CreateGameRequest: 

Description: Represents the payload schema for creating a new game. 

Properties: 

gameName (string, nullable): The name of the game. 

gameImg (string, nullable): The URL of the game's image. 

Rating (integer, nullable): The rating of the game. 

Price (string, nullable): The price of the game. 

Tags (string, nullable): Tags associated with the game. 

• CreateUserGames: 

Description: Represents the payload schema for associating a user with a game. 

Properties: 

userId (string, nullable): The ID of the user. 
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gameId (string, nullable): The ID of the game. 

• LogOutRequest: 

Description: Represents the payload schema for logging out a user. 

Properties: 

userId (string, nullable): The ID of the user. 

isLogin (integer, nullable): Flag indicating if the user is logged in. 

• LoginRequest: 

Description: Represents the payload schema for user login. 

Properties: 

Email (string, nullable): The user's email. 

Password (string, nullable): The password of the user. 

• RegisterUserRequest: 

Description: Represents the payload schema for user registration. 

Properties: 

firstname (string, nullable): The first name of the user. 

lastname (string, nullable): The last name of the user. 

age (string, nullable): The age of the user. 

email (string, nullable): The email of the user. 

password (string, nullable): The password of the user. 

isLogin (integer, nullable): Flag indicating if the user is logged in. 

• UpdateGameRequest: 

Description: Represents the payload schema for updating a game. 

Properties: 

gameId (string, nullable): The ID of the game. 

(Other properties same as CreateGameRequest) 
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• UpdateUserRequest: 

Description: Represents the payload schema for updating user information. 

Properties: 

userId (string, nullable): The ID of the user. 

(Other properties same as RegisterUserRequest) 

Response Payload Schemas: 

• GameResponse: 

Description: Represents the payload schema for a game response. 

Properties: 

gameId (string, nullable): The ID of the game. 

(Other properties same as CreateGameRequest) 

• GameResponseApiResponse: 

Description: Represents the payload schema for a game response API response. 

Properties: 

success (boolean): Indicates if the request was successful. 

data (GameResponse): Contains the game response data. 

errorMessage (string, nullable): Error message if the request fails. 

• UserGame: 

Description: Represents the payload schema for user game information. 

Properties: 

userId (string, nullable): The ID of the user. 

gameId (string, nullable): The ID of the game. 

(Other properties same as GameResponse) 

• UserGameResponse: 

Description: Represents the payload schema for a user game response. 
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Properties: 

userGameId (string, nullable): The ID of the user game. 

userGame (UserGame): Contains the user game information. 

• UserGameResponseApiResponse: 

Description: Represents the payload schema for a user game response API response. 

Properties: 

success (boolean): Indicates if the request was successful. 

data (UserGameResponse): Contains the user game response data. 

errorMessage (string, nullable): Error message if the request fails. 

• UserResponse: 

Description: Represents the payload schema for a user response. 

Properties: 

userId (string, nullable): The ID of the user. 

(Other properties same as RegisterUserRequest) 

userToken (string, nullable): The token associated with the user. 

• UserResponseApiResponse: 

Description: Represents the payload schema for a user response API response. 

Properties: 

success (boolean): Indicates if the request was successful. 

data (UserResponse): Contains the user response data. 

errorMessage (string, nullable): Error message if the request fails. 

For more information about the API endpoints, refer to the documentation available 

at: 

Local Server: http://16.171.173.58/swagger/index.html 

AWS: http://10.12.19.17/swagger/index.html 

Azure: https://usergamemanagerapi.azurewebsites.net/swagger/index.html 
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Below is a screenshot of the swagger API service of the Game Manager. 

 

Figure 1. Swagger API Service 

The above figure 1 shows the page of when the API Service is lunch. 

Next is a payload request when you need to try out each endpoint. 
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Figure 2. Sample Request Payload  

Figure 2 above illustrates the payload request required for creating a user for the first time. 

Following that is the response payload generated upon clicking the execute button. 

 

Figure 3. Sample Payload Response 

In Figure 3, the displayed response payload is indicative of what you should expect upon 

clicking the execute button in Figure 2. 
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The subsequent figure depicts an interface that mandates authorization, as certain end-

points necessitate authorization prior to execution. 

 

Figure 4. Bearer Token Dialog  

Figure 4 illustrates the interface where a bearer API key or token is necessary to access 

certain endpoints within the API service. 
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4 TEST EXECUTION AND RESULTS 

This chapter covers how the performance testing was carried out and provides the findings 

from the experiments that were done. The main goal is to evaluate the system's perfor-

mance under different load scenarios and examine its behavior with respect to response 

times, throughput, and other important metrics. An overview of the test environment and 

configuration opens the chapter, which is then followed by a thorough explanation of the 

test scenarios that were run. We next examine the outcomes from every scenario to get a 

better understanding of the system's performance traits. 

4.1 Use Case (Deployment of a Game Management API) 

4.1.1 Users Sign-up and Login Endpoint 

Evaluation Scenario: 

• Performance: Measure the response time and throughput of the Sign-up and Login 

endpoints under varying loads, simulating concurrent user registrations and login 

attempts. 

• Scalability: Evaluate the API's ability to handle increasing numbers of Sign-up and 

Login requests by gradually increasing the load and monitoring system 

performance, resource utilization, and scalability features such as load balancing 

and horizontal scaling. 

4.1.2 UserGame Endpoints (Create, Get Usergame List) 

Evaluation Scenario: 

• Performance: Measure the latency and throughput of the Create, Update, and 

Delete endpoints for user games, simulating concurrent requests for game 

creation, updates, and deletions. 

• Scalability: Evaluate the API's ability to scale horizontally and vertically to 

accommodate growing numbers of concurrent requests for game management 

operations, assessing scalability features such as database partitioning, caching, 

and data replication. 
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4.2 Test Execution 

Displayed below is a screenshot capturing the JMeter environment used for the test: 

 

Figure 5. (JMeter IDE) 

The JMeter screenshot includes the following sub-tabs: 

• HTTP Request for Login Sign_Up: This tab likely contains configurations for 

sending HTTP requests related to user login and sign-up processes. 

• HTTP Header Manager: This tab is used to manage HTTP headers for requests sent 

by JMeter. 

• User Sign-Up Summary Report: Displays statistical data related to user sign-up 

requests, such as average response time, throughput, and error percentage. 

• User Sign-Up Response Time Graph: A graphical representation of response times 

for user sign-up requests. 

• User Login Thread Group: This tab likely defines a thread group for simulating 

user login scenarios. 

• Create_User_Summary Report: Similar to the sign-up summary report, but 

specific to user creation requests. 

• User_Login_Response Time Graph: A graph showing response times for user login 

requests. 
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4.2.1 Test scenarios: 

1. Users sign-up Endpoint: 

 

Figure 6. Sample Result of Response for User Sign Up on On-Premises  

Figure 6 illustrates the test carried out on an On-premises server, that: 

• The test was executed under the thread group named “User_Sign_Up_Thread 

Group 1-62.” 

• The test started on 2024-03-30 at 14:47:29 CET. 

• The total time taken for the request and response was 30 milliseconds. 

• The time taken to establish the connection was seven milliseconds. 

• The time between sending the request and receiving the first byte of the 

response was 30 milliseconds. 

• The response data size: 

• Size in Bytes: The total size of the response (357 bytes). 

• Sent Bytes: The size of data sent in the request (325 bytes). 

• Headers Size in Bytes: The size of HTTP headers (182 bytes). 

• Body Size in Bytes: The size of the response body (175 bytes). 
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• The response data type was “text.” 

• The response code was 200 (indicating success), and the response message was 

“OK.” 

• Additional HTTPSampleResult fields: 

• Content Type: application/json; charset=utf-8 

• Data Encoding: utf-8 

 

Figure 7. User_Sign_Up Response Time Graph On-Premises 

Figure 7 illustrates the test carried out on the On-premises server for the User_sign_Up 

request, that each time the execution of the request was triggered, there was a change in the 

response time, which signifies that there was able to manage the request at a faster rate. 

 

 

 

 

 

 

 

 

 



TBU in Zlín, Faculty of Applied Informatics  41 

 

 

Figure 8. Sample Result of Response for User Sign Up on Azure 

Thread Information: 

• The request is associated with the “User_sign_Up Thread Group 1–2.” 

• The sample started at “2024–05–10 14:27:54 CEST.” 

Response Time Metrics: 

• Load Time: The total time taken for the request (570 milliseconds). 

• Connect Time: The time spent establishing the connection (187 milliseconds). 

• Latency: The time between the start of the request and the first byte received (also 

570 milliseconds). 

Size Metrics: 

• Size in Bytes: The total size of the response (693 bytes). 

• Sent Bytes: The size of data sent in the request (350 bytes). 

• Headers Size in Bytes: The size of HTTP headers (518 bytes). 

• Body Size in Bytes: The size of the response body (175 bytes). 

Request and Response Details: 

• Sample Count: Indicates the number of samples (1 in this case). 

• Error Count: No errors occurred (0). 

• Data Type: The type of data received (“text”). 
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• Response Code: A successful response (200). 

• Response Message: “OK.” 

HTTP Sample Result Fields: 

• ContentType: The content type of the response (application/json; charset=utf-8). 

• DataEncoding: The character encoding used (utf-8). 

 

 

Figure 9. User_Sign_Up Response Time Graph Azure 

Figure 9 illustrates that each time the execution of the request was triggered, there was a 

change in the response time, but the response time seems to be slower compared to the on-

premises server. We can see the difference on the metric table as well. 
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Figure 10. Sample Result for AWS Request for User Sign Up 

Sample Result: 

• Thread Name: “Users_Sign_Up Thread Group 1-1” 

• Sample Start: 2024-05-10 13:17:12 CEST 

• Load Time: 100ms 

• Connect Time: 43ms 

• Latency: 100ms 

• Size in bytes: 357 

• Sent bytes: 327 

• Headers size in bytes: 182 

• Body size in bytes: 175 

• Sample Count: 1 

• Error Count: 0 

• Data type: “text” 

• Response code: 200 (indicating a successful HTTP request) 

• Response message: “OK” 

HTTP Sampler Result Fields: 

• ContentType: application/json; charset=utf-8 

• DataEncoding: utf-8 
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Figure 11. User_Sign_Up Response Time Graph AWS 

Figure 11 illustrates that each time the execution of the request was triggered, there was a 

change in the response time, but the response time seems to be faster compared to Azure; 

The flat line at 84 milliseconds indicates consistent performance during the user sign-up 

process. This stability suggests that the AWS server is handling sign-up requests efficient-

ly. We can see the difference on the metric table as well. 

Scenario 1: Baseline Performance Testing 

Table 1. Baseline Performance Testing for User Sign Up  
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The Table 1 Illustration states below: 

• Latency (ms): Represents the time taken for a request to travel from the client to 

the server and back. 

• Response Time (ms): Includes both the processing time on the server and the 

network latency. 

• Throughput (requests/s): Indicates the number of requests processed per second. 

Scenario 2: Stress Testing 

Table 2. Maximum Load Capacity and Performance bottleneck 

Metric On-Premises Azure AWS 

Maximum Load Capacity 100 100 100 

Performance Bottleneck None None None 

 

2. Users Login Endpoint: 

 

Figure 12. User_Login Response Time Graph On-Premises 

The graph from Figure 12 suggests that the system’s response time for user login re-

quests is generally stable but experiences occasional spikes. 

Investigating the cause of the spike (e.g., server load, network issues, or other factors) 

would be essential for optimizing performance. 

 



TBU in Zlín, Faculty of Applied Informatics  46 

 

 

Figure 13. User_Login Response Time Graph Azure 

The blue line (with data points marked by circles) represents the response times at var-

ious moments. Initially, the line is relatively flat, indicating stable response times. To-

wards the right side of the graph, there’s a noticeable increase in response time. The 

graph pertains specifically to user login requests. 

 

 

Figure 14. User_Login Response Time Graph AWS 

Figure 14 shows that: 

A straight horizontal line at the 90 milliseconds mark indicates that the AWS response time 

is consistent across all login requests. There are no fluctuations or variations in the re-
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sponse time; it remains steady throughout. The stable response time suggests that the AWS 

server is efficiently handling user login requests. Consistent performance is essential for a 

smooth user experience. Below are the metrics results obtained from random tests. 

Scenario 3: Baseline Performance Testing 

Table 3. Baseline Performance Testing for User Login Endpoint 

 

 

Scenario 4: Stress Testing 

Table 4. Scalability Limit and Performance Bottleneck 

Metric On-Premises Azure AWS 

Maximum Load Capacity 100 100 100 

Performance Bottleneck None None None 
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3. Usergame Endpoints(Create, GetUserGameList): 

Scenario 5: Baseline Performance Testing 

 

Figure 15. Create_User_Game Response Time Graph AWS 

At the beginning (13:56:10), there’s a significant spike in response time (around 450 ms). 

After this initial delay, the response time sharply decreases and stabilizes below 60 ms for 

subsequent timestamps. This pattern suggests that the AWS server experienced an initial 

delay but subsequently handled the requests efficiently. 

 

Figure 16. Get_User_Game_List Response Time Graph AWS 

From the graph in Figure 16, a single line on the graph represents the response time for 

“GetUserGame_List HTTP Request.” The line shows slight fluctuations but generally 
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remains stable around 150 milliseconds. There are grid lines extending horizontally 

across the graph at intervals of 20 milliseconds and vertically at each timestamp. The 

consistent response time around 150 milliseconds suggests that the server is efficiently 

handling the “GetUserGame_List” requests. Monitoring and optimizing such response 

times are crucial for enhancing user experience and system performance. 

 

Figure 17. Get_User_Game_List Response Time Graph Azure 

From the graph in Figure 17, a single line on the graph represents the response time for 

“Get_User_Game_List HTTP Request.”Initially, the response time is high (around 

650ms). After the first timestamp, there’s a sharp decline, reaching approximately 

550ms. The line then shows a gradual decrease and stabilizes around 500 ms towards 

the end of the graph. The consistent response time around 500 ms suggests that the 

server efficiently handles the “Get_User_Game_List” requests. Monitoring and opti-

mizing such response times are crucial for enhancing user experience and system per-

formance. 
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Figure 18. Create_User_Game Response Time Graph Azure 

Here’s a breakdown of the graph: 

Initially, the response time is high (around 450ms). There are noticeable peaks and troughs 

until approximately “11-28 9:00.” After that, the response time consistently decreases. The 

fluctuations in response time might indicate varying server load or network conditions. The 

steady decline suggests improvements in system performance or optimizations. 
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Figure 19. Get_User_Game_List Response Time Graph On-Premises 

At the outset, the response time begins at approximately 650 milliseconds. It expe-

riences an initial rise, peaking around the third timestamp. Following this peak, 

there is a noticeable decrease, and the response time stabilizes at roughly 550 milli-

seconds for subsequent timestamps. The variations in response time may stem from 

diverse factors, including server workload, network circumstances, or system en-

hancements. The significant decline indicates potential optimizations implemented 

to diminish the response time subsequent to the initial peak. 

 

Figure 20. Create_User_Game Response Time Graph On-Premises 

Initially, the response time gradually increases as more requests are processed. Around the 

midpoint of the graph, there is a sudden spike in response time, reaching its peak at ap-
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proximately 70 milliseconds. Following the spike, the response time quickly drops back 

down to its previous level. 

Table 5. Baseline Performance Testing for Create and Get User Game List 

 

Scenario 6: Stress Testing 

Table 6. Stress Testing for Performance Degradation 

 

Table 7. Scalability Limit 

Metric On-Premises Azure AWS 

Scalability Limit - Create 100 100 100 

Scalability Limit –  

GetUserGameList 

100 100 100 
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5 RESULTS ANALYSIS AND RECOMMENDATIONS 

5.1 Evaluation Metrics and Criteria 

5.1.1 Performance Metrics 

Performance Metrics in Cloud-Based Deployment: 

• Response Time: Cloud-based deployments typically offer scalable computing 

resources and distributed architectures, which can lead to variable response times. 

The response time measures the duration between sending a request to the cloud 

infrastructure and receiving a response. It can be influenced by factors such as 

network latency, server processing time, and application architecture. 

• Throughput: Throughput refers to the rate at which a cloud-based system can 

process incoming requests or transactions within a given time frame. It measures the 

system's capacity to handle concurrent user interactions or data processing tasks. 

Cloud platforms often provide auto-scaling capabilities to dynamically adjust 

resources and maintain consistent throughput levels. 

• Scalability: Cloud environments offer inherent scalability features that enable 

horizontal or vertical scaling of resources based on demand. Horizontal scalability 

involves adding more instances or nodes to distribute the workload across multiple 

servers, while vertical scalability involves upgrading the capacity of existing 

instances. Scalability metrics assess how effectively the cloud infrastructure can 

accommodate increasing loads while maintaining performance levels. 

Performance Metrics in On-Premises Deployment: 

• Response Time: On-premises deployments may offer more predictable response 

times compared to cloud-based environments, as they rely on dedicated hardware 

resources within the organization's data centre. Response time measures the latency 

between sending a request to the on-premises infrastructure and receiving a response. 

It can be influenced by factors such as server hardware specifications, network 

configuration, and application optimizations. 

• Throughput: Throughput in on-premises deployments reflects the system's capacity 

to handle concurrent requests or transactions without degradation in performance. It 

depends on factors such as server processing power, network bandwidth, and 
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database performance. On-premises environments require careful capacity planning 

and resource allocation to maintain optimal throughput levels. 

• Scalability: On-premises scalability typically involves vertical scaling by upgrading 

hardware components or adding additional servers to the infrastructure. Unlike cloud 

environments, which offer elastic scaling capabilities, on-premises scalability may 

require upfront investments in hardware upgrades or infrastructure expansion. 

Scalability metrics assess the ability of the on-premises infrastructure to 

accommodate growth in workload demands and adapt to changing requirements. 

5.1.2 Flexibility 

Flexibility in Cloud-Based Deployment: 

• Ease of Deployment: Cloud-based deployments often offer rapid provisioning and 

deployment of resources, enabling organizations to scale up or down as needed 

without significant lead time. Self-service portals and automation tools streamline 

the deployment process, allowing for quick implementation of new services or 

updates. 

• Customization Options: Cloud platforms typically provide a wide array of 

customizable services and configurations to meet diverse requirements. Users can 

choose from a range of predefined templates or configure resources according to 

specific needs. This flexibility enables organizations to tailor their infrastructure to 

suit unique workloads or applications. 

• Control Over Infrastructure: While cloud deployments may offer less direct 

control over underlying infrastructure compared to on-premises solutions, they often 

provide granular control through management consoles and APIs. Organizations can 

adjust resource allocations, network configurations, and security policies to align 

with their evolving needs. 

Flexibility in On-Premises Deployment: 

• Deployment Process: On-premises deployments may involve longer lead times for 

procurement, installation, and configuration of hardware and software components. 

However, once set up, organizations have full control over the deployment process 

and can customize configurations to precise specifications. 
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• Customization and Adaptability: On-premises solutions offer unparalleled 

flexibility in terms of customization and adaptation. Organizations have complete 

control over infrastructure components, allowing for deep customization of 

hardware, software, and network configurations to meet specific requirements. 

• Level of Control: With on-premises deployments, organizations retain full control 

and ownership of their infrastructure, data, and applications. This level of control 

provides greater autonomy in decision-making, security management, and 

compliance adherence. 

5.1.1 Security 

Security in Cloud-Based Deployment: 

• Infrastructure Security: Cloud service providers (CSPs) invest heavily in securing 

their infrastructure against various threats, including physical security, network 

security, and data encryption. They implement robust measures to protect data at rest 

and in transit, often leveraging advanced encryption algorithms and secure 

protocols[45]. 

• Compliance Frameworks: Cloud providers adhere to industry-standard compliance 

frameworks and certifications, such as SOC 2, ISO 27001, and GDPR, to 

demonstrate their commitment to security and regulatory compliance. These 

certifications assure customers that the cloud environment meets stringent security 

standards and undergoes regular audits[46]. 

• Shared Responsibility Model: Cloud security follows a shared responsibility model, 

where the CSP is responsible for securing the underlying infrastructure, while 

customers are responsible for securing their data and applications. CSPs offer a range 

of security services and tools to enable customers to implement robust security 

measures tailored to their specific needs[47]. 

Security in On-Premises Deployment: 

• Control and Ownership: On-premises deployments provide organizations with full 

control and ownership of their infrastructure, data, and security measures. This level 

of control allows organizations to implement security policies, access controls, and 

encryption mechanisms according to their specific requirements and regulatory 

obligations[35]. 



TBU in Zlín, Faculty of Applied Informatics  56 

 

• Customization and Configuration: Organizations have the flexibility to customize 

and configure security measures to meet their unique security requirements. They can 

implement firewalls, intrusion detection systems, data encryption, and access controls 

tailored to their environment and compliance mandates. 

• Regulatory Compliance: On-premises deployments offer greater visibility and 

control over regulatory compliance, as organizations directly manage compliance 

efforts and reporting. This enables organizations to address industry-specific 

regulations and mandates effectively, ensuring adherence to data protection laws and 

standards[48]. 

Control:  

Control in Cloud-Based Deployment: 

• Resource Provisioning: Cloud providers offer self-service portals or APIs that enable 

users to provision, manage, and scale resources dynamically. This allows organizations 

to allocate computing resources, storage, and networking components on demand, 

providing flexibility and agility[49]. 

• Management Interfaces: Cloud platforms provide centralized management consoles 

or dashboards that offer visibility and control over deployed resources. Administrators 

can configure and monitor infrastructure settings, access controls, and security policies 

through intuitive interfaces. 

• Automated Operations: Cloud environments often leverage automation tools and 

orchestration frameworks to streamline operations and enforce consistency across 

deployments. Infrastructure as Code (IaC) practices enable organizations to define and 

manage infrastructure configurations programmatically, enhancing control and 

repeatability[50]. 

Control in On-Premises Deployment: 

• Physical Infrastructure: Organizations maintain full control over physical hardware, 

networking equipment, and data centre facilities in on-premises deployments. This 

level of control allows organizations to implement custom hardware configurations, 

network topologies, and security measures tailored to their specific requirements[51]. 

• Configuration Flexibility: On-premises environments offer greater flexibility in 

configuring and customizing software and infrastructure components. Organizations 
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can fine-tune system settings, deploy specialized hardware, and integrate with legacy 

systems without constraints imposed by cloud providers[52]. 

• Data Governance: With on-premises deployments, organizations have direct control 

over data governance policies, access controls, and compliance measures. They can 

enforce data residency requirements, data sovereignty regulations, and industry-

specific data protection standards with precision[53]. 

These evaluation metrics and criteria will provide a comprehensive framework for com-

paring the efficiency of deploying applications to cloud servers and on-premises servers, 

focusing on performance, flexibility, and control aspects, though I might not cover the as-

pect of security because of the financial constrain. 

5.2 Comparison of Performance Metrics 

5.2.1 User Sign-up Endpoint Analysis 

Based on the provided metrics for the Users Login endpoint, performing a result analysis 

to compare the performance across different deployment environments (On-Premises, 

Azure, and AWS): 

1. Latency and Response Time: 

• On-Premises: The latency and response time are consistently low, ranging from 

17 to 41 milliseconds. This indicates fast response times and minimal delays for 

user sign-up requests. 

• Azure: The latency and response time are significantly higher compared to On-

Premises, ranging from 238 to 679 milliseconds. This suggests that user sign-up 

requests experience noticeable delays when deployed on Azure. 

• AWS: Similar to On-Premises, AWS shows low latency and response time, 

ranging from 84 to 96 milliseconds. This indicates efficient performance 

comparable to the On-Premises environment. 

2. Throughput: 

• On-Premises: The throughput for user sign-up requests is high, at 43.5 requests 

per second. This indicates that the On-Premises environment can efficiently 

handle a large number of sign-up requests simultaneously. 
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• Azure: The throughput is significantly lower on Azure, at only 3.7 requests per 

second. This suggests that the Azure environment may struggle to handle a high 

volume of sign-up requests efficiently. 

• AWS: AWS demonstrates a moderate throughput of 10.5 requests per second, 

indicating decent performance but lower than On-Premises. 

3. Maximum Load Capacity and Bottlenecks: 

For all environments (On-Premises, Azure, and AWS), the maximum load capacity 

reached during stress testing was 100 concurrent user sign-up requests. This suggests that 

the system can handle a significant load without experiencing performance degradation 

or bottlenecks. 

5.2.2 User Login Endpoint Analysis 

1. Latency and Response Time: 

• On-Premises: The latency and response time are consistently low, ranging from 

5 to 28 milliseconds. This indicates fast response times and minimal delays for 

user login requests. 

• Azure: The latency and response time are significantly higher compared to On-

Premises, ranging from 156 to 398 milliseconds. This suggests that user login 

requests experience noticeable delays when deployed on Azure. 

• AWS: AWS shows low latency and response time, ranging from 92 to 95 

milliseconds, which is comparable to On-Premises. 

2. Throughput: 

• On-Premises: The throughput for user login requests is high, at 98.8 requests per 

second. This indicates that the On-Premises environment can efficiently handle a 

large number of login requests simultaneously. 

• Azure: The throughput is lower on Azure compared to On-Premises, at 72.6 

requests per second. This suggests that the Azure environment may struggle to 

handle login requests as efficiently. 

• AWS: AWS demonstrates a moderate throughput of 91.6 requests per second, 

indicating decent performance but slightly lower than On-Premises. 
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3. Maximum Load Capacity and Bottlenecks: 

For all environments (On-Premises, Azure, and AWS), the maximum load capacity 

reached during stress testing was 100 concurrent user login requests. This suggests that 

the system can handle a significant load without experiencing performance degradation 

or bottlenecks. 

5.2.3 Usergame Endpoints (Create) 

Based on the provided metrics for the Usergame Endpoints (Create), let's analyze the 

performance across different deployment environments (On-Premises, Azure, and 

AWS): 

1. Latency and Response Time: 

• On-Premises: The latency and response time are consistently low, ranging 

from 6 to 10 milliseconds. This indicates fast response times and minimal 

delays for creating user games. 

• Azure: The latency and response time are significantly higher compared to On-

Premises, ranging from 156 to 445 milliseconds. This suggests that creating 

user games experiences noticeable delays when deployed on Azure. 

• AWS: AWS shows low latency and response time, ranging from 83 to 100 

milliseconds, which is comparable to On-Premises. 

2. Throughput: 

• On-Premises: The throughput for creating user games is high, at 94.6 requests 

per second. This indicates that the On-Premises environment can efficiently 

handle a large number of create requests simultaneously. 

• Azure: The throughput is lower on Azure compared to On-Premises, at 71.2 

requests per second. This suggests that the Azure environment may struggle to 

handle create requests as efficiently. 

• AWS: AWS demonstrates a moderate throughput of 92.5 requests per second, 

indicating decent performance but slightly lower than On-Premises. 
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3. Scalability and Performance Degradation: 

For all environments (On-Premises, Azure, and AWS), the scalability limit reached dur-

ing stress testing was 100 concurrent user game creation requests. This suggests that the 

system can handle a significant load without experiencing scalability issues. 

Performance degradation is observed during stress testing, with a decrease in throughput 

compared to baseline testing. However, performance degradation is more significant in 

Azure and AWS than in On-Premises. 

5.2.4 Get User Game List Endpoints (GetUserGameList) 

Based on the provided metrics for the GetUserGameList endpoint, let's analyze the per-

formance across different deployment environments (On-Premises, Azure, and AWS): 

1. Latency and Response Time: 

• On-Premises: The latency and response time are consistently low, ranging from 6 

to 10 milliseconds and 5 to 28 milliseconds, respectively. This indicates fast 

response times and minimal delays in retrieving user game lists. 

• Azure: The latency and response time are higher compared to On-Premises, 

ranging from 74 to 331 milliseconds and 279 to 781 milliseconds, respectively. 

This suggests that retrieving user game lists experience noticeable delays when 

deployed on Azure. 

• AWS: AWS shows relatively low latency and response time, which are comparable 

to On-Premises. 

2. Throughput: 

• On-Premises: The throughput for retrieving user game lists is high, at 99.6 

requests per second. This indicates that the On-Premises environment can 

efficiently handle a large number of requests for simultaneously retrieving user 

game lists. 

• Azure: The throughput is lower on Azure compared to On-Premises, at 71.8 

requests per second. This suggests that the Azure environment may struggle to 

handle requests for retrieving user game lists as efficiently. 

• AWS: AWS demonstrates a moderate throughput of 80.5 requests per second, 

indicating decent performance but slightly lower than On-Premises. 
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3. Scalability and Performance Degradation: 

For all environments (On-Premises, Azure, and AWS), the scalability limit reached during 

stress testing was 100 concurrent requests for retrieving user game lists. This suggests that 

the system can handle a significant load without experiencing scalability issues. 

Performance degradation is observed during stress testing, with a decrease in throughput 

compared to baseline testing. However, performance degradation is more significant in 

Azure and AWS than in On-Premises. 

Concurrent Test Runs: 

To collect a set of results for analysis, each endpoint test was done repeatedly in parallel. 

To guarantee consistency and dependability of the data, each test was run eight to ten 

times. With the use of this method, any variations in performance metrics between test runs 

may be found, giving researchers a thorough grasp of how the system behaves in various 

scenarios. 

5.3 Recommendations 

The following suggestions are based on the performance analysis of the User Sign-up, User 

Login, and Usergame Endpoints in various deployment environments (On-Premises, Az-

ure, and AWS): 

• Deployment Environment Selection: On-premises deployment is advised for 

enterprises that prioritize high throughput, low latency, and effective performance 

without major financial concerns. Under stress testing, it continuously exhibits low 

latency, high throughput, and little performance degradation. 

In Addition, AWS offers competitive performance metrics, particularly with regard to 

latency and throughput, which makes it a good choice for enterprises seeking high-

performing cloud deployment. 

Compared to On-Premises and AWS, Azure exhibits lower throughput and higher la-

tency, despite providing respectable performance metrics. If an organization prioritizes 

Azure-specific services or has Azure infrastructure already in place, it ought to give 

Azure some thought. 
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• Scalability Consideration: There were no appreciable performance bottlenecks in any 

of the deployment environments when they reached a maximum load capacity of 100 

concurrent requests. This shows that the systems can accommodate growing demand 

and are scalable. 

Because of their inherent scalability benefits, cloud-based deployments (such as Azure 

or AWS) may be preferred by organizations that anticipate rapid growth or fluctuating 

demand. 

• Cost Analysis: Organizations should take into account the upfront hardware and 

infrastructure investments associated with On-Premises deployment, even though it 

may ultimately be more affordable because there are no subscription fees. 

Azure and AWS cloud deployments require recurrent subscription fees based on 

resource consumption. Businesses should carry out a thorough cost analysis, taking 

into account variables like resource usage, data transfer expenses, and any possible 

credits or discounts provided by cloud providers. 

• Overall Recommendation: Organizational priorities, financial constraints, and 

particular needs determine which On-Premises or cloud-based deployment option is 

best based on performance metrics and scalability factors. 

To choose the best deployment environment for their API service, organizations should 

carry out extensive assessments that include cost analysis, performance testing, and 

alignment with business goals. 

• Financial Cost: Before deploying software on-premises, it is crucial to perform a 

thorough financial analysis that takes into account all relevant expenses, including 

subscription fees, resource usage, and potential cost-saving measures for cloud-based 

installations (such as Azure and AWS). 

Companies should work with their IT and finance departments to create a thorough 

cost model that takes into consideration the one-time costs as well as recurring costs 

related to each deployment choice. 

All things considered, the deployment environment selection should be in line with the 

organization's strategic goals, budgetary restrictions, performance requirements, and 

scalability needs. Weighing the trade-offs between cost, scalability, and performance is 

essential to choose the best option for the API service. 
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In Addition to global statistics regarding cloud services mostly used in the IT Industries: 

• 12-month revenues between the start of 2021 and 2022 for cloud infrastructure services 

reached $191 billion.[54] 

• AWS had the largest market share of cloud infrastructure services at 33% in Q1 2022. 

[54] 

• Microsoft Azure had a market share of 22% in Q1 2022, with Google at 10% and all 

other companies at 35%.[54] 

• In total, Amazon, Microsoft and Google accounted for 66% of the cloud market at the 

start of 2023. [54] 

• Public cloud Platform-as-a-Service (PaaS) revenue in 2022 was $111 billion. [54] 

• The cloud market is projected to be worth $376.36 billion by 2029. [54] 

• It’s estimated that the world will store 200 zettabytes (2 billion terabytes) in the cloud 

by 2025. [54] 

• The average cloud user spends around $400 monthly for a single server. Hosting the 

entire back-office infrastructure costs an average of $15,000 per month. [54] 

• Just 11% of organisations have encrypted between 81-100% of the sensitive data they 

store in the cloud. [54] 

Which is to say that: 

• Amazon Web Services: 

At the start of 2023, AWS had a market share of around 33%, the largest of any cloud 

service globally. After Q1 2023, AWS’s market share decreased to 32%.[54] 

• Microsoft Azure:  

Microsoft Azure reached a market share of 23% at the end of 2022, beginning 2023 as 

the second-largest cloud service globally. Azure maintained its 23% market share after 

Q1 2023. [54] 

• Google Cloud Platform: 

Google Cloud began 2023 with a market share of 11%, growing 1% in Q4 2022 compared to 

the same point in 2021. Google Cloud’s market share decreased to 10% after Q1 2023. [54] 

So far, I am not saying the above cloud platform is the best; there are other cloud platform 

providers that are of good use in the industries; you can also find the link with detailed info 

on the cons and pros: https://thectoclub.com/tools/best-cloud-service-providers/. 

https://thectoclub.com/tools/best-cloud-service-providers/
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CONCLUSION 

Our research path has been characterized by an unwavering pursuit of insights, revelations, 

and discoveries as we have navigated the terrain of infrastructure deployment and perfor-

mance optimization. Every stage of our journey, from the beginning of our investigation to 

the conclusion of our conclusions, has added to our awareness of the complexities, subtle-

ties, and difficulties involved in deploying applications across a range of contexts. 

Our research approach combines theoretical analysis, practical experiments, and empirical 

data collection. It has guided us through the complexities of managing infrastructure, con-

ducting performance tests, and devising deployment strategies. By carefully configuring 

test environments, conducting thorough performance assessments, and analyzing empirical 

data, we’ve gained valuable insights into the factors that impact system performance, 

scalability, and resilience. 

In our pursuit of knowledge, we conducted a comparative analysis of on-premises and 

cloud-based deployment models. Our goal was to uncover the intricacies of their ad-

vantages, drawbacks, and trade-offs. On-premises deployments provide exceptional control 

and autonomy over infrastructure, while cloud-based deployments excel in scalability, 

flexibility, and cost-effectiveness. Our research emphasizes the need to align deployment 

choices with organizational objectives, resource limitations, and operational needs. 

Our research has practical implications for enterprises dealing with IT infrastructure man-

agement and application deployment. These implications extend beyond theoretical discus-

sions. Organizations can make informed decisions regarding resource allocation, infra-

structure provisioning, and performance optimization by leveraging the insights gained 

from our study. We emphasize the importance of continuous optimization, monitoring, and 

adaptation to evolving business requirements and technological trends. 

As we close this research of our study adventure, we understand that there is still much 

more to discover. To further improve system performance, scalability, and resilience, fu-

ture research projects could explore cutting-edge optimization approaches, hybrid deploy-

ment models, and upcoming technologies. The long-term effects of deployment decisions 

on cost-effectiveness, innovation, and organizational efficiency may be examined longitu-

dinally in order to provide important insights into how IT infrastructure management is 

changing. 
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To sum up, our study is a noteworthy addition to the domains of deployment strategy, per-

formance optimization, and IT infrastructure management. Through the integration of theo-

retical understanding and empirical data, we have offered a comprehensive viewpoint on 

the intricacies and difficulties involved in implementing applications within contemporary 

IT settings. Our study provides a guiding light on the route towards optimal infrastructure 

deployment, performance optimization, and organizational success as companies continue 

to navigate the perilous waters of digital transformation. 
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