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ABSTRAKT

Tato disertační práce popisuje autorovu výzkumnou aktivitu v oblasti adap-
tivních variant algoritmu diferenciální evoluce pro optimalizaci jednokriteriál-
ních funkcí definovaných ve spojitém prostoru. První část práce popisuje oblast
matematické optimalizace a její rozdělení do jednotlivých podkategorií podle
charakteristik optimalizované funkce. Tyto charakterisitky jsou: počet optimi-
alizačních kritérií, typ vstupu, výpočetní složitost, typ prohledávaného prostoru
řešení a počet optimalizovaných parametrů. Zároveň tato sekce zahrnuje popis
typického zástupce metaheuristické optimalizace - evoluční výpočetní techniky.
Druhá část práce se věnuje variantám algoritmu diferenciální evoluce včetně vari-
ant s adaptivními kontrolními parametry. V jedné z podkapitol se autor věnuje i
důvodům, proč si vybral algoritmus Success-History based Adaptive Differential
Evolution jako základ své vědecké práce.
V experimentální části práce je navržen nástroj pro analýzu dynamiky populace
evolučních algoritmů, který může být využit jak při tvorbě nových evolučních al-
goritmů, tak pro vyhodnocení vlastností algoritmů stávajících a aktuálně použí-
vaných. Mimo analýzu dynamiky populace obecně se autor zaměřil i na konkrétní
algoritmy založené na diferenciální evoluci. Navrhl dvě úpravy vnitřní dynamiky
- multi–chaotický framework pro výběr rodičů a adaptace kontrolních parametrů
s využitím vzdálenosti jedinců. Obě techniky jsou zaměřeny na pomoc s hledáním
správné rovnováhy mezi prohledáváním prostoru řešení do šířky a do hloubky.
Na příkladu moderní verze diferenciální evoluce ve variantě jSO je ukázán přínos
implementace adaptace kontrolních parametrů s využitím vzdálenosti jedinců.
Takto upravený algoritmus byl nazván DISH a byl otestován na testovacích
sadách spojených s celosvětovým kongresem evolučních technik - CEC (Congress
on Evolutionary Computation). Výsledky ukazují, že využití nové adaptační
strategie je vhodné především pro úlohy, které optimalizují větší množství vs-
tupních parametrů.
Praktické využití algoritmu DISH je demonstrováno na příkladu hledání op-
timálního rozmístění spaloven odpadu v České republice. Upravený algoritmus
DISH poskytuje pro menší instance problému srovnatelné řešení s deterministick-
ými metodami. Pro větší instance problému již nejsou deterministické metody



schopny poskytnout řešení v akceptovatelném čase a proto je zde využití meta-
heuristického přístupu opodstatněno.
Výše zmíněné výsledky ukazují, že i v rámci jednoduchých změn vnitřní dy-
namiky algoritmu lze dosáhnout lepší výkonnosti. I proto si autor zvolil jako
svůj budoucí výzkumný směr rozvíjení nástroje pro analýzu vnitřní populační
dynamiky metaheuristických algoritmů.

SUMMARY

This doctoral thesis describes the author’s research in the area of adaptive Dif-
ferential Evolution variants for small–scale continuous single–objective optimiza-
tion. The first part describes the topic of mathematical optimization and lists
various problem domains according to the problem characteristics. Namely:
number of objectives, input type, computational complexity, type of a search
space, and problem scale. It also describes the area of metaheuristic optimiza-
tion and Evolutionary Computation Techniques.
The Differential Evolution algorithm variants and control parameter adaptivity
are described in the next part of this work and it also provides the justification
of selecting Success–History based Adaptive Differential Evolution algorithm as
a basis for author’s research focus.
A novel population dynamic analysis tool is proposed in the experimental part.
This tool can be used for the development process of new metaheuristic tech-
niques as well as for the analysis of the state-of-the-art methods.
The experimental part also provides the proposal of multi–chaotic framework
for parent selection for the Differential Evolution based algorithms and Distance
based parameter adaptation, which can be implemented into adaptive variants
of Differential Evolution algorithm to improve the balance between exploration
and exploitation. The benefits of using Distance based parameter adaptation
are shown on the improved jSO algorithm - DISH. The performance of both
versions (jSO and DISH) is compared on the basis of Congress on Evolutionary
Computation benchmark sets and shows that the DISH variant is more suitable



for optimization problems of a larger scale.
The practical use of the DISH algorithm is demonstrated on the operations re-
search problem of finding optimal dislocation of waste–to–energy facilities in the
Czech Republic. The improved DISH algorithm was able to provide comparable
solutions for smaller instances of the problem and was also able to provide solu-
tions for larger instances where traditional solvers failed.
Through the above–mentioned results, it can be seen that even simple changes
in algorithms’ inner dynamic can lead to significant improvements. Therefore,
the research area of adaptive metaheuristics for optimization can benefit from
knowledge gained through thorough algorithm analysis, which is the author’s
chosen research direction for the future.
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1 INTRODUCTION

Artificial Intelligence (AI) has become a significant part of our everyday lives,
even if we do not notice it sometimes. Our commute to work may be optimized
according to the current traffic situation with intelligent path planning algo-
rithms. Voice assistants in smart devices use AI to understand our speech and
cater to our queries. Computer games we play use AI to offer worthy opponents.
Virtual keyboards in mobile phones adapt to our style of writing, camera ap-
plication is able to adjust its settings according to the current scene and focus
on the faces of photographed people. Our emails are automatically filtered and
categorized based on their content with clever algorithms. Antivirus is applying
AI techniques for the detection of malicious software before installation. Adver-
tisements we see during internet browsing are based on our search history and
buyer preferences. Automatic text translation is becoming more precise with
ever more powerful AI techniques. The newest cars are more often than not de-
signed by computers. The production and manufacturing can be scheduled and
managed by AI algorithms. Scanners at airports use AI to detect potentially
dangerous items. Search engines use powerful AI to enhance their performance.
Parking gates detect license plates and check whether they should open. Even
electric toothbrushes use AI to learn user patterns. This work also demonstrates
an AI approach to the waste–to–energy facility location problem.
The list could be endless, but all of these applications have one thing in common.
They build on solid foundations in AI basic research and algorithms that were
developed during the last few decades. This dissertation describes the author’s
contribution to a specific part of the research field of mathematical optimization
and Evolutionary Computational Techniques (ECTs). This chapter provides
a basic introduction into the research area and its subcategories. The second
chapter specifies the main dissertation goal and selected methods for achieving
it. Chapters 3, 4 and 5 provide more details about the Differential Evolution
(DE) algorithm, control parameter adaptivity and modern adaptive DE vari-
ants. Chapter 6 describes methods developed during author’s doctoral studies.
Chapters 7 and 8 summarize author’s contribution to the science and practice
and fulfillment of the dissertation goal. And the last chapter contains concluding
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remarks with possible future expansion of this work.

1.1 Mathematical optimization

Mathematical optimization is a scientific research area that deals with searching
for the problem parameter values combination that would yield the best result –
objective function value (e.g., minimization of a cost or maximization of a profit).
Of course, there are multiple subcategories of optimization tasks that require
appropriate methods for their solving. These categories are divided according to
[1] as follows:

• The number of objectives:

– Single–objective optimization – the goal is to optimize one ob-
jective.

– Multi–objective optimization – the goal is to simultaneously op-
timize two or three objectives.

– Many–objective optimization – the goal is to simultaneously op-
timize more than three objectives.

• The input parameter type:

– Discrete/Combinatorial optimization – optimized parameters
have a finite number of possible values.

– Continuous/Real–valued/Numerical optimization – optimized
parameters are real–valued.

• The computational complexity of the objective function:

– Expensive optimization – it is computationally expensive to eval-
uate the objective function of a single solution.

– Non–expensive optimization – it is computationally inexpensive
to evaluate the objective function of a single solution.
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• The search space type:

– Unconstrained optimization – the search space of parameter val-
ues is infinite.

– Bound–constrained optimization – the search space is not con-
strained; individual parameters have only upper and lower bounds.

– Constrained optimization – the search space is constrained by
additional equalities or inequalities.

• The scale of the problem (number of optimized parameters /
dimensionality):

– Small-scale optimization – the dimensionality of the problem is
between 1 and 100.

– Large-scale optimization – the dimensionality of the problem is in
hundreds or thousands.

Optimization algorithms are methods for solving optimization problems and can
also be classified into subcategories. One of the main classifications might be by
algorithms stochasticity into two groups - deterministic and stochastic [2]. De-
terministic algorithms follow a rigorous mathematical approach and work with
the mathematical model of the problem to provide the optimal solution. Unfor-
tunately, the most complex tasks are unsolvable by deterministic optimization
algorithms due to the time and computational constraints. Thus, stochastic op-
timization algorithms that use randomness in their core are employed. These
algorithms can also be titled metaheuristics. Metaheuristics treat optimization
problems as black boxes - trying to solve optimization tasks using only the in-
formation of an input/output combination and learning from that. Due to their
stochastic nature, metaheuristics do not guarantee a finding of the global opti-
mum.
ECTs form a particular metaheuristic class based on the principle of natural
selection and are described in the next section.
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1.2 Evolutionary computational techniques in optimization

ECTs are part of the soft computing field and are based on the Darwinian theory
of evolution [3]. In this sense, ECTs often work with a population of individuals.
Those individuals are combined via crossover operator (an analogy with breed-
ing), and the resulting individuals are further mutated via mutation operator
(analogous to gene mutation) to provide possibly fitter offspring for the next
generation. This process is applied to the whole population to provide a new
generation of solutions to the given optimization task. Thanks to this, ECTs
can be used to optimize particularly hard optimization tasks that could not be
solved, due to the computational complexity, by traditional deterministic meth-
ods.
ECTs are often employed for solving complex optimization tasks in various prob-
lem domains (e.g., load forecasting in smart grids [4], friction welding [5], un-
derwater glider path-planning [6], species distribution modeling [7], large scale
flexible scheduling [8], markerless human motion capture [9] or drug design [10]).
The ECT’s goal is to guide a search through a search space of feasible solutions
and to find a satisfactory solution in a reasonable time. The solution mentioned
here is a feature vector of values that correspond to the optimized parameters
of the problem. The quality of a single solution (feature vector) is evaluated by
the objective function, where the objective may be either minimization or maxi-
mization of the function value. The feature vector, along with its corresponding
objective function value, makes up an individual of ECT. Therefore, the goal of
each ECT run is to find an individual with a sufficient objective function value.
Since ECTs are metaheuristic techniques, there is no guarantee that the found
solution will be optimal. Each independent run of the evolutionary algorithm
can also provide a different solution, and therefore, algorithms are often run
multiple times.
One of the problems while using ECTs is a requirement for a control parameter
setting. These parameters can significantly impact the algorithm’s performance,
and therefore their correct setting is essential. One of the latest trends in ECTs
is to address this problem by adapting the algorithm’s behavior (via adapting
control parameter values) to the given optimization task. With the famous No
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Free Lunch (NFL) theorem in mind [11], adaptive algorithms try to overcome the
problem of correct parameter setting by incorporating knowledge of previously
successful values of these parameters into the evolution process in an intelligent
way. Thus, the user is no longer obliged to fine–tune these parameters manually.
The Differential Evolution (DE) algorithm [12] is one of the main representatives
of ECTs and has been thoroughly studied over the last 25 years. Moreover, its
adaptive variants from the last decade show promising results in various problem
domains, and that is why the DE was selected as the author’s research focus.
Particularly, this dissertation is focused on the DE algorithm and its adaptive
variants for small–scale continuous single–objective optimization problems with
a possible expansion to the area of large–scale optimization.
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2 DISSERTATION GOAL

The prevailing trend in the metaheuristic optimization seems to be a constant
development of new techniques without proper justification of their need. This
was creditably described by Sörensen in [13]. A similar issue is a vast amount
of new versions of existing successful algorithms. In author’s opinion, the main
problem is not the great volume of variants, but the lack of proper analysis of
implemented changes and their influence on the algorithm’s behavior. There-
fore, the goal of this dissertation is to try and contribute to the scientific area of
metaheuristic optimization by developing analysis tools which use datamining
techniques to help with understanding the population dynamic of metaheuristic
algorithms. More specifically, how the control parameter adaptation in Differen-
tial Evolution–based algorithms influences the population dynamic and whether
this information can be used in the development and testing of new ideas.
Selected methods to achieve the above stated dissertation goal:

• Analysis – current state–of–the–art methods in adaptive DE field will
be analyzed from the perspective of control parameter adaptation. What
mechanism decides the direction of the adaptation and whether it is based
on a greedy approach. The effect of the adaptation on exploration/exploitation
abilities of the algorithm will be studied.

• Programming – selected state–of–the–art adaptive DE variants will be
programmed in Java, Wolfram Mathematica, and Python in order to work
with these algorithms and test the proposed modifications.

• Testing – the programmed code will be tested against possible errors and
malfunctions.

• Benchmarking – proposed algorithm variants will be benchmarked on
the basis of CEC benchmark sets of test functions.

• Result evaluation – evaluation of the results will be executed within the
rules of used benchmark sets. This will create a basis for result comparison
with the scientific community.
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• Result analysis – the statistical analysis of obtained results will be per-
formed. Population dynamic analysis will be used to asses the explo-
ration/exploitation properties of the proposed framework.
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3 CANONICAL DIFFERENTIAL EVOLUTION

The original algorithm of DE was proposed in a technical report in 1995 [12] and
published in 1997 by Storn and Price [14]. Since its introduction, it is considered
as one of the best performing algorithms for global optimization over continuous
spaces. Its key features are simplicity and universality. The original paper [14]
proposed DE with only three control parameters – scaling factor F, crossover
rate CR, and population size NP. These three parameters have to be set by the
user, and their correct setting is highly dependable on the optimization task
[15, 16].
The DE algorithm is initialized with a random population of individuals P, that
represent solutions to the optimization problem. In continuous optimization,
each individual is composed of a vector x of length D, which is a dimensionality
(number of optimized parameters) of the problem and objective function value
f (x ). Each vector component represents a value of the corresponding optimized
parameter.
For each individual in a population, three mutually different individuals are
selected for mutation, and the resulting mutated vector v is combined with the
target vector x in the crossover step. The objective function value f (u) of the
resulting trial vector u is evaluated and compared to that of the target individual
x. When the quality (objective function value) of the trial individual u is better,
it is placed into the next generation. Otherwise, the target individual x is placed
there. This step is called selection. The process is repeated until the stopping
criterion is met (e.g., the maximum number of objective function evaluations, the
maximum number of generations, the low bound for diversity between objective
function values in population or time restriction).
The following sections describe four steps of the DE: initialization, mutation,
crossover, and selection.
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3.1 Initialization

As aforementioned, the initial population P , of size NP, is randomly generated.
For this purpose, the individual vector x i components are generated by Pseudo-
Random Number Generator (PRNG) with uniform distribution from the range
which is specified for the problem by lower lo and upper up bounds (3.1).

xj,i = U
[
loj , upj

]
for j = 1, . . . , D (3.1)

Where i is the index of a target individual, j is the index of current parameter
and D is the dimensionality of the problem.
In the initialization phase, a scaling factor value F and crossover value CR has
to be assigned as well. The typical range for F value is (0, 2] and for CR, it is
[0, 1].

3.2 Mutation

In the mutation step, three mutually different individuals x r1, x r2, x r3 from a
population are randomly selected and combined in accordance with the mutation
strategy. The original mutation strategy of canonical DE is "rand/1" and is
depicted in (3.2).

vi = xr1 + F (xr2 − xr3) (3.2)

Where r1 6=r2 6=r3 6=i, F is the scaling factor value and v i is the resulting mutated
vector.

3.3 Crossover

In the crossover step, the mutated vector v i is combined with the target vector x i

and produces a trial vector u i. The binomial crossover (3.3) is used in canonical
DE.
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uj,i =

{
vj,i if U [0, 1] ≤ CR or j = jrand

xj,i otherwise
(3.3)

Where CR is the used crossover rate value and jrand is an index of a parameter
that has to be taken from the mutated vector u i (this ensures the generation of
a vector with at least one component from the mutated vector in order to not
present objective function with already evaluated solutions).

3.4 Selection

The selection step ensures that the optimization will progress towards better
solutions because it allows only individuals of better or at least equal objective
function value to proceed into the next generation G+1 (3.4).

xi,G+1 =

{
ui,G if f (ui,G) ≤ f (xi,G)

xi,G otherwise
(3.4)

Where G is the index of the current generation.
For easier understanding, the basic concept of the DE algorithm is depicted in
the pseudo–code in Appendix A.
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4 DIFFERENTIAL EVOLUTION AND ADAPTIV-
ITY

Troublesome fine–tuning of control parameters soon became a problem for re-
searchers and practitioners who were trying to accommodate DE for solving
complex optimization problems. Therefore, researchers started working on this
problem by studying DE’s behavior on different types of objective function land-
scapes and tried to come up with a simple guide for the setting of control pa-
rameter values.
In the original technical report by Storn and Price from 1995 [12], authors recom-
mend population size NP between 5*D and 10*D, the initial choice of a scaling
factor F = 0.5 and an effective range for F from 0.4 to 1. The initial choice for
crossover rate CR was suggested to 0.1, but for fast convergence 0.9 or 1. In
2002, Gamperle et al. [15] tested not only the setting of control parameters but
also the choice of mutation and crossover operators. They suggested population
size NP between 3*D and 8*D, scaling factor F = 0.6, and crossover rate CR
between 0.3 and 0.9. Moreover, the authors proposed using "DE/best/2/bin"
and "DE/rand/1/bin" variants for the mutation and crossover strategies. In
[17], Ronkkonen et al. used a testbed of 25 scalable objective functions to eval-
uate the performance of DE, and they recommended scaling factor F = 0.9 as
a good first choice and range from 0.4 to 0.95, crossover rate CR from 0 to 0.2
for separable functions and 0.9 to 1 for non–separable functions.
As can be seen, suggestions from different authors vary and are highly depen-
dent on the choice of objective function testbed used in the study. This fact only
supports the NFL theorem [11], which roughly states that there is no universal
algorithm or algorithm parameter setting, that would solve all the different types
of optimization problems optimally.
The solution to these problems may lie in the adaptive behavior of the DE algo-
rithm. Since the setting of control parameters and mutation and crossover oper-
ators is dependent on the optimized objective function, these variables might be
set during the optimization run according to the success of the currently imple-
mented settings. Adaptivity in DE is a current trend in the field and has shown
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auspicious results right from its beginning around the year 2005. The following
paragraphs present the evolution timeline of selected adaptive DE–based algo-
rithms for a continuous single-objective optimization along with their authors
and a short description of each adaptive scheme.

• 2004

– Fuzzy Adaptive DE (FADE) [18] by Liu and Lampinen – uses
fuzzy logic controllers to adapt F and CR values.

• 2005

– Self–adaptive DE (SDE) [19] by Omran et al. – self–adaptation of
scaling factor F, which is sampled from a normal distribution N (0.5,
0.15) at the beginning, but each individual remembers its scaling fac-
tor for future generations. Before mutation, scaling factor F is given
by a recombination of 3 randomly selected values from population.

– Self–Adaptive DE (SaDE) [20] by Qin and Suganthan – this algo-
rithm adapts mutation and crossover operators as well as CR values
during the optimization run. Mutation and crossover operator com-
binations are selected from a pool of strategies according to their
previous success in generating better offspring (in this version, the
pool contained only two strategies). Scaling factor F is sampled from
a normal distribution N (0.5, 0.3), and the crossover rate values CR
are also sampled from a normal distribution, but with the mean value
dependent on the successful values from previous generations.

• 2006

– jDE [21] by Brest et al. – in this work, authors proposed an algo-
rithm with adaptive F and CR values according to two probabilities
of parameter adjustment – τ1 for scaling factor and τ2 for crossover
rate. These parameters are usually set to 0.1 and thus correspond
to the probability of a parameter change of 10%. Furthermore, each
individual has its combination of F and CR values, that are stored
alongside the feature vector.
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• 2009

– Improved SaDE [22] by Qin et al. – an improved version of SaDE
algorithm from 2005 implemented four strategies into the strategy
pool and the same scheme for F and adaptation for CR.

– JADE [23] by Zhang and Sanderson – authors proposed a novel mu-
tation strategy "current-to-pbest/1" with an optional archive of in-
ferior solutions. Both scaling factor F and crossover rate CR are
adapted according to previously successful values and are sampled
from Cauchy distribution and normal distribution, respectively. Both
distributions are based on the mean of successful values from the pre-
vious generation.

• 2011

– DE with Ensemble of Parameters and mutation Strategies
(EPSDE) [24] by Mallipeddi et al. – this algorithm uses an ensem-
ble of parameter values and mutation strategies. Each individual is
assigned a mutation strategy and parameter combination randomly
at the beginning. When the offspring produced by an individual suc-
ceeds in the selection, mutation strategy and parameter values are
stored within it for the next evaluation. When the offspring is worse
than its parent, mutation strategy and parameter values are reinitial-
ized.

– Composite DE (CoDE) [25] by Wang et al. – this algorithm is
not essentially using an adaptation of any of its parameters. It uses
three distinct strategies and three popular parameter settings. Each
individual provides three trial vectors based on each of the strategies
with randomly selected parameter values from the parameter value
pool. The best outcome in terms of objective function value is tested
against its parent in the selection step. The adaptation there is,
therefore, based on the usability of a strategy for a given objective
function.

– Adaptive Strategy Selection in DE (AdapSS) [26] by Gong et
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al. – in this work, the authors proposed an adaptive strategy selection
framework for DE–based algorithms. They tested two approaches –
probability matching and adaptive pursuit and showed that both are
capable of adjusting the strategy selection.

– Self–Adaptive Multi–Operator DE (SAMODE) [27] by Elsayed
et al. – this algorithm uses self–adaptive scaling factor F and CR val-
ues but also divides the population into four subpopulations. Each
subpopulation uses a different mutation strategy, and the subpopu-
lation sizes are determined based on their individual quality. Thus,
better performing mutation strategies will get a reward in the form
of a larger population.

• 2013

– Competitive DE (CDE-b6e6rl) [28] by Tvrdik and Polakova – a
DE variant with twelve competing strategies. It uses two mutation
strategies "DE/randrl/1/bin" and "DE/ranrdl/1/exp", each with six
different settings of scaling factor F and crossover rate CR. Each strat-
egy has a probability of selection adapted according to their success
in generating better offspring.

– Structured Population Size Reduction DE with Multiple Mu-
tation Strategies (SPSRDEMMS) [29] by Zamuda and Brest –
algorithm based on the jDE [21], but with population size reduction
and multiple mutation strategies using a structured population. The
population size reduction is performed once after a few generations,
and the population is halved; where the worst individuals in the pop-
ulation are the ones discarded. Two mutation strategies are used in
this algorithm – "rand/1" and "best/1".

– Adaptive Population Tuning Scheme (APTS) for DE [30] by
Zhu et al. – authors proposed a new population management scheme,
which is based on solution–searching status. It dynamically adjusts
the population size, removes redundant individuals, and perturbs the
population by generating "fine" individuals.
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– Success–History based Adaptive DE (SHADE) [31] by Tan-
abe and Fukunaga – this algorithm is based on the JADE [23], but
implements historical memories for storing previously successful scal-
ing factor F and crossover rate CR values from previous generations.
These memories are later used for the generation of F and CR values
for each individual.

• 2014

– Adaptive DE (ADE) [32] by Yu et al. – in this work, authors
propose adaptive DE with two–level parameter adaptation. This al-
gorithm uses a new strategy, "DE/Lbest/1", which is a variation to
the original "DE/best/1" with multiple sub–populations, each hav-
ing its locally best individual. The two–level parameter adaptation is
based on the estimation of optimization state, whether it is exploit-
ing or exploring the search space. The scaling factor F and crossover
rate CR are generated on the population level and serve as a base for
individual–level parameter values.

– Adaptive Invasion–based Model for distributed DE (AIM–
dDE) [33] by Falco et al. – the adaptive model uses three updating
schemes for setting the scaling factor F and crossover rate CR values.
As the name suggests, this adaptive model is suitable for distributed
DE, where the network is created from the nodes represented by differ-
ent DE strategies. After a predefined number of iterations, important
knowledge is transferred between the connected nodes. In this case,
important knowledge consists of better individuals and useful control
parameter values.

– SHADE with Linear decrease of the population size (L–
SHADE) [34] - by Tanabe and Fukunaga – authors further improved
their SHADE [31] algorithm by implementing linear decrease of the
population size. The population is linearly decreased during the opti-
mization, and thus, the starting large population provides explorative
capabilities, whereas a smaller population in the later stages of opti-
mization promotes the exploitation of the search region.
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• 2015

– Multi–Population based Ensemble of mutation strategies DE
(MPEDE) [35] by Wu et al. – this algorithm dynamically partitions
the population into four sub–populations. Three sub–populations are
given different mutation strategies, and the fourth sub–population is
a reward sub–population, which uses the currently best performing
strategy and serves as a computational resource.

– Evolving Surrogate Model–based DE (ESMDE) [36]
by Mallipeddi and Lee – this DE variant uses a surrogate model cre-
ated from the current population by simple Kriging model [37] in
order to select appropriate mutation and crossover strategies.

– Sinusoidal DE (SinDE) [38] by Draa et al. – authors propose
sinusoidal formulas for automatic adjustment of the scaling factor
F and crossover rate CR values in order to balance the algorithm’s
exploration and exploitation capabilities.

– L-SHADE with Successful–Parent–Selecting framework and
EIGenvector–based crossover (SPS–L–SHADE–EIG) [39] by
Guo et al. – authors combined popular L–SHADE [34] algorithm with
eigenvector–based crossover, which is useful while solving optimiza-
tion problems with highly correlated variables and successful–parent–
selection framework helps to overcome the problem of stagnation of
the population. Thus, this algorithm not only adapts control pa-
rameter values but also its crossover strategy and parent selection in
mutation strategy.

• 2016

– L–SHADE with Ensemble Sinusoidal parameter adaptation
(LSHADE_EpSin) [40] by Awad et al. – authors combined the
L-SHADE [34] algorithm with adaptive sinusoidal control parameter
adjustment and local search. The sinusoidal adjustment is used for
the first half of generations, while the original L–SHADE adaptation
is used for the remaining half. The local search is run when the
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population size NP is equal to or less than 20 for the first time.

– SHADE with Multi–Chaotic parent selection framework
(MC–SHADE) [41] by Viktorin et al. – this variant utilizes five
chaotic maps as PRNGs for the selection of parent individuals for
the mutation strategy in SHADE algorithm [31]. The proposed MC
framework is suitable for all SHADE–based algorithms.

– LSHADE44 [42] by Polakova et al. – a similar approach as in [28]
was proposed for L–SHADE [34] in this work. It is an L–SHADE
algorithm with two different types of mutation and crossover opera-
tors combined. The selection of a suitable strategy is based on the
previous success in generating trial offspring.

– Improved L–SHADE (iL–SHADE) [43] by Brest et al. – au-
thors propose few tweaks to the original L–SHADE [34] algorithm.
The historical memories of scaling factor F and crossover rate CR
are initialized to higher values, and one cell of the memory remains
unchanged during the optimization. Large values of F and small CR
values are not allowed in the early stage of optimization to avoid pre-
mature convergence to local optima. There is also a small change
to the mutation strategy "current-to-pbest/1", where the p value is
computed differently and is based on the optimization stage.

• 2017

– Distance based parameter adaptation (Db) [44] by Viktorin
et al. – authors proposed an update to the weighting scheme for
SHADE–based [31] algorithms. Instead of the greedy approach, which
calculates the weights of successful scaling factor F and crossover
rate CR values from the improvement in objective function value,
the distance based parameter adaptation promotes exploration of the
search space by incorporating the distance between the original and
trial individuals as a basis for the weights.

– jSO [45] by Brest et al. – another iteration of iL–SHADE [43], which
uses an updated weighted mutation strategy "current-to-pbest-w/1"
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and slightly changes the predefined fixed values of scaling factor F
and crossover rate CR in historical memories.

• 2018

– LSHADE with Rank–based Selective Pressure strategy
(LSHADE–RSP) [46] by Stanovov et al. – This algorithm uses
an updated mutation strategy from jSO with rank–based selection
of random individuals from the population. The strategy is titled
"current-to-pbest/r" and is inspired by ranked selection form genetic
algorithms. It also incorporates the same adaptive scheme for control
parameters as jSO.

– Distance based parameter adaptation for Success–History
based DE (DISH) [47] by Viktorin et al. – DISH algorithm was
created by implementing Db adaptation into jSO and led to the im-
provement of the algorithm mainly for optimization problems of larger
scale.

• 2019

– jDE100 [48] by Brest et al – as the name suggests, it is based on the
previously mentioned jDE [21] algorithm with few updates. jDE100
uses two sub–populations with one–way migration of the best individ-
ual. It also introduces new limits for scaling factor F and crossover
rate CR values and utilizes restart strategy if the variance of best
population members in terms of objective function value decreases
under a specified threshold.

– Hybrid–adaptive DE with Decay Function (HyDE–DF) by
Lezama et al. – the algorithm incorporates the same adaptive mech-
anism for control parameters as it was in jDE, but uses a novel mu-
tation strategy titled "target-to-perturbed_best/1". This strategy
perturbs the vector of the best individual by a perturbation factor
taken from a normal distribution, calculates its difference to a target
vector and gradually decreases the influence of this difference in the
mutation strategy with algorithm generations. It also implements a
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restart strategy if a specified number of successive generations show
no improvement in objective function value.

– DISHchain 1e+12 [49] by Zamuda – DISH algorithm with larger
population size and a big computational budget designed specifically
for CEC2019 competition [50].

A quick summary of the algorithms with their characteristics concerning param-
eter adaptivity is given in the following Tab. 4.1.

Tab. 4.1 Summary - selected adaptive DE variants
and their characteristics.

Year Algorithm Adaptive CR Adaptive F Adaptive operators
(mutation & crossover) Adaptive NP

2004 FADE Fuzzy logic controllers

2005 SDE recombination
SaDE sampling pool of 2 strategies

2006 jDE stochastic change, otherwise retain

2009 Improved SaDE sampling pool of 4 strategies
JADE sampling

2011

EPSDE pool pool of 3 strategies
CoDE best from 3 strategies
AdapSS based on underlying algorithm pool of 4 strategies
SAMODE recombination 4 competing sub–populations

2013

CDE-b6e6rl 12 competing strategies
SPSRDEMMS jDE scheme 2 sub–populations deterministic halving

APTS dynamic adjustment
SHADE sampling with historical memories

2014
ADE two–level adaptation sub–populations

AIM–dDE 3 updating schemes distributed populations

L–SHADE SHADE scheme deterministic
linear decrease

2015

MPEDE 3 competeing sub–populations,
1 reward

ESMDE surrogate selection
SinDE deterministic sinusoidal change

SPS–L–SHADE–EIG SHADE scheme eigenvector crossover and
successful parent selection

deterministic
linear decrease

2016

LSHADE_EpSin SHADE + SinDE scheme deterministic
linear decrease

MC–SHADE SHADE scheme chaos–enhanced parent selection

LSHADE44 SHADE scheme 4 competing strategies deterministic
linear decrease

iL–SHADE updated SHADE scheme deterministic
linear decrease

2017 Db distance based SHADE adaptation

jSO updated iL–SHADE scheme deterministic
linear decrease

2018 LSHADE–RSP jSO scheme current-to-pbest/r mutation deterministic
linear decrease

DISH jSO scheme with Db implementation deterministic
linear decrease

2019
jDE100 jDE adaptation with new limits two sub–populations

HyDE–DF jDE adaptation target-to-perturbed_best/1 mutation

DISHchain 1e+12 DISH scheme deterministic
linear decrease
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As perceivable, there are a plethora of different variants of adaptive DEs, and
the question is, how to select a suitable algorithm for the problem at hand.
Luckily, since 2005, there is an annual competition in numerical optimization
held within the Congress on Evolutionary Computation (CEC), which provides
a benchmark incorporating multiple test functions from various domains. The
benchmarks are named after the year they were used in the competition, e.g.,
CEC2015 benchmark set. These benchmarks also provide a good testbed for
researchers who can easily compare their algorithms with the community. Prac-
titioners can also use the competition results as useful guidance when searching
for a suitable algorithm for their problem.
An interesting pattern is visible when observing the results of the CEC com-
petition since 2013. In 2013, the SHADE [31] was proposed and sent for the
competition, where it placed 3rd [51]. The next year, Tanabe and Fukunaga pro-
posed L–SHADE [34] and won the CEC2014 competition [52]. In 2015, the com-
petition had three different test scenarios - learning-based optimization, expen-
sive optimization, and multi–niche optimization. Closest to the original bound–
constrained numerical optimization was the learning–based test case [53], which
allowed the competitors to fine–tune the algorithm’s parameters for each prob-
lem. This competition was won by SPS–L–SHADE–EIG [39], but there were two
other algorithms based on the L–SHADE [34] – DesPA [54], which ranked 2nd

and LSHADE–ND [55], which shared the 3rd rank with MVMO [56]. In 2016,
the competition had four test scenarios, and the single–objective numerical op-
timization returned to the set with the same testbed as in 2014 [52]. This time,
five out of nine algorithms were based on either SHADE [31], or L–SHADE
[34] and the LSHADE_EpSin [40] became the joint winner with UMOEAII
[57]. In 2017, algorithms based on L–SHADE [34] ended on 2nd (jSO [45]),
3rd (LSHADE_cnEpSin [58]) and 4th place (LSHADE_SPACMA [59]). And
in 2018, 2nd and 3rd places also belonged to L–SHADE–based [34] algorithms -
LSHADE–RSP [46] and ELSHADE–SPACMA (not published) respectively. In
2019, the CEC competition changed its format and prepared a whole new bench-
mark - 100–digit challenge [50], which presented a new approach of evaluating
algorithms. The goal was to optimize 10 different objective functions in various
dimensions up to the accuracy of 10 decimal digits. If an algorithm was able to
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do this at least 25 times out of 50 tries on one function, it got the full score of 10
points. Thus, the maximum score was 100 points (10 functions, 10 points each).
The total of 18 algorithms were sent for this competition and whole 13 of them
were based on adaptive DE variants [60]. Joined 1st place with 100 points was
obtained by jDE100 [48] (jDE–based) and DISHchain 1e+12 (L–SHADE–based)
[49], joined 2nd place with 93 points was obtained by HyDE-DF [61] (jDE–based)
and SOMA T3A [62].
It is apparent that SHADE [31] and L–SHADE [34] algorithms created an ex-
cellent basis to start on when designing an efficient optimization algorithm for
single–objective bound–constrained numerical optimization, since they are still
core parts of the best performing algorithms from the latest CEC competitions.
Therefore, their selection as a starting point for the author’s research in 2015
was continually justified.
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5 SHADE/L–SHADE

As aforementioned, the SHADE algorithm was proposed with a self–adaptive
mechanism of some of its control parameters to avoid their fine–tuning. The
control parameters in question are scaling factor F and crossover rate CR. It is
fair to mention that the SHADE algorithm is based on Zhang and Sanderson’s
JADE [23] and shares a lot of its mechanisms. The main difference is in the
historical memories MF and MCR for successful scaling factor and crossover
rate values with their update mechanism.
The following subsections describe individual steps of the SHADE algorithm:
initialization, mutation, crossover, selection, and historical memory update.

5.1 Initialization

The initialization of the population P is the same as in the case of canonical DE
(3.1). However this step also initializes the historical memories MCR and MF

(5.1).
MCR,i = MF,i = 0.5 for i = 1, . . . ,H (5.1)

Where H is a user–defined size of historical memories.
Also, the external archive of inferior solutions A has to be initialized. Because
of no previous inferior solutions, it is initialized empty, A = Ø. And index k for
historical memory updates is initialized to 1.

5.2 Mutation

Mutation strategy "current–to–pbest/1" was introduced in [23] and it combines
four mutually different vectors in the creation of the mutated vector v. Therefore,
xpbest 6= xr1 6= xr2 6= xi (5.2).

vi = xi + Fi (xpbest − xi) + Fi (xr1 − xr2) (5.2)
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Where xpbest is randomly selected individual from the best NP × p individuals
in the current population. The p value is randomly generated for each mutation
by PRNG with uniform distribution from the range [pmin, 0.2] and pmin =
2/NP. Vector xr1 is randomly selected from the current population P. Vector
xr2 is randomly selected from the union of the current population P and external
archive A. The scaling factor value F i is given by (5.3).

Fi = C [MF,r, 0.1] (5.3)

Where MF,r is a randomly selected value (index r is generated by PRNG from
the range 1 to H ) from MF memory, and C stands for Cauchy distribution.
Therefore the F i value is generated from the Cauchy distribution with location
parameter value MF,r and scale parameter value of 0.1. If the generated value
F i is higher than 1, it is truncated to 1, and if it is less or equal to 0, it is
generated again by (5.3).

5.3 Crossover

In the crossover step, the trial vector u is created from the mutated v and the
target x vector. For each vector component, a PRNG with uniform distribution
U [0, 1] is used to generate a random value. If this random value is less or equal to
a given crossover rate value CRi, the current vector component will be taken from
a trial vector. Otherwise, it will be taken from the target vector (5.4). There is
also a safety measure, which ensures that at least one vector component will be
taken from the trial vector. This is given by a randomly generated component
index j rand.

uj,i =

{
vj,i if U [0, 1] ≤ CRi or j = jrand

xj,i otherwise
(5.4)

Overall, the crossover step is very similar to that of the canonical DE. The
only difference is, that the crossover rate value CRi is generated from a normal
distribution with a mean parameter value MCR,r selected from the crossover
rate historical memory MCR by the same index r as in the scaling factor case
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and standard deviation value of 0.1 (5.5).

CRi = N [MCR,r, 0.1] (5.5)

When the generated CRi value is less than 0, it is replaced by 0, and when it is
greater than 1, it is replaced by 1.

5.4 Selection

There is no change between the selection step of canonical DE and SHADE, and
therefore, the equation (3.4) also applies.

5.5 Update of historical memories

Historical memories MF and MCR are initialized according to (5.1), but their
components change during the evolution. These memories serve to hold suc-
cessful values of F and CR used in mutation and crossover steps. Successful
regarding producing trial individual better than the target individual. During
every single generation, these successful values are stored in their corresponding
arrays SF and SCR. After each generation, one cell of MF and MCR memories
is updated. This cell is given by the index k, which starts at 1 and increases by
1 after each generation. When it overflows the memory size H, it is reset to 1.
The new value of k -th cell for MF is calculated by (5.6) and for MCR by (5.7).

MF,k =

{
meanWL (SF ) if SF 6= ∅

MF,k otherwise
(5.6)

MCR,k =

{
meanWL (SCR) if SCR 6= ∅

MCR,k otherwise
(5.7)

Where meanWL() stands for weighted Lehmer mean (5.8).
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meanWL (S) =

∑|S|
n=1wn · S2

n∑|S|
n=1wn · Sn

(5.8)

Where the weight vector w is given by (5.9) and is based on the improvement
in objective function value between trial and target individuals in the current
generation G.

wn =
abs (f (un,G)− f (xn,G))∑|SCR|

m=1 abs (f (um,G)− f (xm,G))
(5.9)

Since both arrays SF and SCR have the same size, it is arbitrary which size will
be used for the upper boundary for m in (5.9).
Once again, for easier understanding, the pseudo–code of the SHADE algorithm
is depicted in Appendix B.

5.6 Linear decrease of the population size

A linear decrease of the population size was introduced to SHADE in [34] to
improve its performance. The basic idea is to reduce the population size to
promote exploitation in later phases of the evolution. Therefore, a new formula
to estimate the population size was formed (5.10) and is calculated after each
generation. Whenever the new population size NPnew is smaller than current
population size NP, the population is sorted according to the objective function
value and the worst NP – NPnew individuals are discarded. Also, the size of an
external archive is reduced to the NP.

NPnew = round

(
NP init −

FES

MAXFES
· (NP init −NP f )

)
(5.10)

The NP init value is the initial population size, and NPf is the final population
size. FES and MAXFES are current objective function number evaluations
and the maximum number of objective function evaluations respectively. The
pseudo–code of the L–SHADE algorithm is depicted in Appendix C.
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6 PROPOSED METHODS

Previous sections were dedicated to the specification of the author’s selected
scientific area. This section provides a detailed description of proposed analysis
tools and adaptive frameworks for adaptive DE–based algorithms.

6.1 Population dynamic analysis

The main disadvantage of modern adaptive DE algorithms lies in their suscep-
tibility to fast convergence towards local optima. In such a case, the algorithm
loses its ability to explore the search space and aims only at the exploitation of
the currently most promising area. On the other hand, algorithms that mainly
explore are deemed to fail on complex and rugged objective function landscapes.
Therefore, researcher’s frequent goal is to find the optimal balance between their
algorithm’s exploration and exploitation abilities. The author believes that the
exploration/exploitation abilities can be analyzed through studying the pop-
ulation dynamic over generations and thus, a new tool for that purpose was
developed.
In order to study the speed of population convergence towards the same point in
the search space (part of exploitation), the clustering of the population members
was proposed. This technique is based on the Density Based Spatial Clustering
of Applications with Noise algorithm (DBSCAN) and is further described in sec-
tion 6.1.1 [63]. For the purpose of studying the population exploration abilities,
the population diversity metric can be used and is described in section 6.1.2 [64].

6.1.1 Cluster analysis

Datamining technique – the DBSCAN algorithm [63] was selected for the pop-
ulation cluster analysis because it conveniently works with inner cluster density
rather than a cluster center. This allows DBSCAN to discover clusters of arbi-
trary shapes, which is beneficial for discovering clusters of population members
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on complex objective function landscapes.
The complete description of the DBSCAN algorithm is available in the original
paper [63], this section provides only a brief summary.

Glossary:

1. Eps–neighborhood of a point – This denotes an area of the parameter
space, which surrounds point p to the maximum specified distance by Eps
parameter.

2. Minimal number of points to form a cluster MinPts – Param-
eter, which defines how many points are at least needed in the Eps–
neighbourhood to form a cluster.

3. Core points – Points inside of the cluster. These points have at least
MinPts in their Eps–neighborhood.

4. Border points – Points on the border of a cluster. These points do
not have MinPts points in their Eps–neighborhood, but are in an Eps–
neighborhood of at least one core point.

5. Directly density–reachable points – Point p is directly density–reachable
if it is in the Eps–neighbourhood of point q and q is a core point.

6. Density–reachable points – Point p is density–reachable from a core
point q if there is a chain of core points connecting them.

7. Density–connected points – Point p is density–connected to point q if
there is a chain of core points connecting them.

8. Cluster – A set of points forms a cluster if all possible tuples are density–
connected.

9. Noise – Noise points are points that do not belong to any cluster.

Algorithm:
The DBSCAN algorithm starts from an arbitrary point p from the set S. In the
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metaheuristic optimizer case, set S is composed of individuals in the population,
and their point representations are their parameter values. DBSCAN retrieves
all density–reachable points from p, and if the size of this set is bigger than or
equal to MinPts, then those points are labeled as a cluster. This is done for
all unlabeled points in the set S. Points that do not belong to any cluster are
labeled as noise.
For population clustering analysis, the setting of control parameters of the DB-
SCAN algorithm is recommended as follows:

1. Set of points S – Individuals in one population form a set of points for
clustering analysis. Each point p is given by parameter values of an indi-
vidual. Since the goal is to discover spatial clusters in the search space, an
individual’s objective function value is not considered.

2. Eps = 1% of the parameter space – e.g., for the CEC2015 benchmark set
with bounds {-100, 100}D, Eps = 2,

3. MinPts = 4 (minimal number of individuals for mutation for most common
DE schemes),

4. Chebyshev distance [65] – if the distance between any corresponding pa-
rameters of two individuals is higher than 1% of the parameter space, they
are not considered as being in the Eps–neighborhood, therefore, cannot be
part of the same cluster.

Clustering analysis is used to evaluate algorithms transition from exploration
(ideally no clusters) to exploitation phase (clusters occur). In order to evaluate
that, the DBSCAN algorithm is run on each generation of the population during
the optimization run and the number of clusters and the index of generation of
their first occurrence is recorded. This gives a metric, which was titled Mean
Cluster Occurrence (MCO) [66]. This metric represents the average index of
generation in which clusters occurred over all algorithm runs on given optimized
function.
An example of cluster occurrence is shown in Fig. 6.1, where it can be seen that
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the SHADE algorithm with distance based parameter adaptation (Db_SHADE)
maintains the exploration phase longer and that clusters occur later than in the
original SHADE algorithm. The figure shows mean cluster occurrence by the
bold line with confidence interval pictured by the same color with lighter shade.

Fig. 6.1 Example of cluster occurrence comparison between SHADE and
Db_SHADE algorithms on CEC 2015 benchmark, function 8, 30D.

6.1.2 Population diversity

In order to evaluate the population’s exploration ability, a population diversity
metric can be used. The combination of population diversity with cluster occur-
rence can give a clear picture of the state in which the population resides in each
generation. Also, these two metrics are connected - when there is no cluster,
the population diversity has to be higher than when there is one cluster of all
population members. When comparing DE–based algorithms, higher population
diversity in the time of first cluster occurrence suggests that the algorithm can
still escape the local optima and explore the search space further. This is also
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true for many other metaheuristics, not only for the DE.
An useful population diversity (PD) metric was proposed in [64]. This metric
is based on the square root of the sum of deviations (6.2) of an individual’s
components from their corresponding means (6.1).

xj =
1

NP

NP∑
i=1

xj,i (6.1)

PD =

√√√√ 1

NP

NP∑
i=1

D∑
j=1

(xj,i − xj)
2 (6.2)

Where i is the population member iterator and j is the component (dimension)
iterator.
Mean Population Diversity (MPD) [66] is a proposed metric for computing the
average population diversity over multiple optimization runs in the moment of
the first cluster occurrence. This metric should reflect the population’s potential
to explore the search space after its part exploits a locally promising area.

6.2 Multi–chaotic framework for parent selection

The Multi–Chaotic (MC) framework is based on the idea of using chaotic maps
as PRNGs [67]; these generators are used for parent selection with a probabil-
ity based on their success in generating better offspring in previous generations.
The next subsections describe the whole framework and its use along with ex-
perimental results.

6.2.1 Chaotic maps as PRNGs

The chaotic maps are systems generated from a single initial position by simple
equations. Current coordinates of the system are generated from the previous
ones, consequently creating a system extremely dependent on the initial position.
The generated chaotic sequence varies for different initial positions. Therefore,
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the generation of the initial position is randomized to obtain unique chaotic
sequences. PRNG with uniform distribution is used for its generating. Equations
used for generating the chaotic sequence also incorporate control parameters,
which can be used to change the chaotic behavior. Chaotic systems implemented
in this framework, with their generating equations, control parameter values, and
initial position generator settings based on [68], are depicted in Tab. 6.1.

Tab. 6.1 Chaotic maps, generating equations,
control parameters and initial position ranges.

Chaotic maps Equations Parameters Initial position

Burgers
Xn+1 = aXn − Y 2

n

Yn+1 = bYn +XnYn
a = 0.75
b = 1.75

X0 = U [−0.1,−0.01]
Y0 = U [0.01, 0.1]

Delayed Logistic
Xn+1 = AXn (1− Yn)
Yn+1 = Xn A = 2.27 X0 = Y0 = U [0.8, 0.9]

Dissipative
Xn+1 = Xn + Yn+1 (mod2π)
Yn+1 = bYn + ksinXnYn (mod2π)

b = 0.1
k = 8. X0 = Y0 = U [0, 0.1]

Lozi
Xn+1 = 1− a |Xn| − bYn
Yn+1 = Xn

a = 1.7
b = 0.5 X0 = Y0 = U [0, 0.1]

Tinkerbell
Xn+1 = Xn + Yn + aXn + bYn
Yn+1 = 2XnYn + cXn + dYn

a = 0.9
b = −0.6
c = 2
d = 0.5

X0 = U [−0.1,−0.01]
Y0 = U [0, 0.1]

In order to use these maps as PRNGs, the transformation rule has to be devel-
oped. The process of obtaining the i-th random integer value rndInti from the
chaotic map is presented in (6.3).

rndInti = round
(

abs (Xi)

max (abs (Xi∈N ))
· (maxRndInt− 1)

)
+ 1 (6.3)

Where abs(Xi) is the absolute value of the i-th generated X coordinate from
the chaotic sequence of length N, max(abs(X)i ∈ N)) is a maximum value of all
absolute values of generated X coordinates in chaotic sequence. The function
round() is a common rounding function, and maxRndInt is a constant to ensure
that integers will be generated in the range [1, maxRndInt ].
Each of the chaotic map based PRNGs has different probability distribution and
unique sequencing. This may be beneficial for the parent selection process. The
obtained parent vector combinations exhibit a different dynamic than that of
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parent vector combinations selected by a PRNG with uniform distribution.

6.2.2 Parent selection

MC framework for the parent selection process is based on the ranking selection
of chaotic map based PRNGs. A list of chaotic PRNGs Clist has to be added to
the algorithm and each chaotic PRNG is initialized with the same probability
pcinit = 1/Csize, where Csize is the size of Clist. For example, for five chaotic
PRNGs Csize = 5 and each of them will have the probability of selection pcinit
= 1/5 = 0.2 = 20%.
For each target vector x i,G in generation G, the chaotic generator PRNGk is
selected from the Clist according to its probability pck, where k is the index of
selected chaotic PRNG. This selected generator is then used to replace standard
PRNG for the selection of parent vectors, and if the generated trial vector suc-
ceeds in the selection, the probabilities are adjusted. There is an upper boundary
for the probability of selection pcmax = 0.6 = 60%; if the selected chaotic PRNG
reaches this probability, then no adjustment takes place. The whole process is
depicted in (6.4).

if f (ui,G) ≤ f (xi,G) and pck < pcmax pcj =


pcj+0.01

1.01 if j = k

pcj
1.01 otherwise

otherwise pcj = pcj

(6.4)

6.2.3 Results

This section provides basic statistics of the 51 independent runs of SHADE
and MC–SHADE algorithms. Both algorithms use the same setting, and the
evaluation is done according to the CEC 2015 benchmark set [53].

Tab. 6.2 shows median and mean values obtained by SHADE and MC–SHADE
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Tab. 6.2 CEC 2015 benchmark set results of
SHADE and MC–SHADE algorithms in 10D.

SHADE MC–SHADE
Func. Median Mean Median Mean Result
1 0,00E+00 0,00E+00 0,00E+00 0,00E+00 =
2 0,00E+00 0,00E+00 0,00E+00 0,00E+00 =
3 2,01E+01 1,85E+01 2,01E+01 1,73E+01 =
4 3,07E+00 2,78E+00 2,36E+00 2,44E+00 +
5 3,19E+01 4,51E+01 3,53E+01 4,85E+01 =
6 6,80E−01 6,04E+00 4,18E−01 5,53E+00 =
7 1,78E−01 2,09E−01 1,66E−01 1,96E−01 =
8 4,78E−01 4,73E−01 2,52E−01 2,77E−01 =
9 1,00E+02 1,00E+02 1,00E+02 1,00E+02 +
10 2,17E+02 2,17E+02 2,17E+02 2,18E+02 =
11 3,34E+00 1,19E+02 3,15E+00 1,31E+02 =
12 1,01E+02 1,01E+02 1,01E+02 1,01E+02 =
13 2,79E+01 2,74E+01 2,77E+01 2,74E+01 =
14 2,94E+03 4,27E+03 2,94E+03 3,86E+03 =
15 1,00E+02 1,00E+02 1,00E+02 1,00E+02 =
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algorithms. The last column of the table shows the Wilcoxon rank–sum test
result, with the significance level set to 5%. Whenever the MC–SHADE algo-
rithm outperforms the SHADE algorithm, "+" is used, when there is a tie, "="
is used, and if the SHADE algorithm performed better, there would be "–".
It can be seen that the MC–SHADE algorithm significantly outperformed the
SHADE algorithm on 2 test functions. Selected convergence graphs are shown in
Fig. 6.2 and Fig. 6.3. However, even when the difference between the results is
not statistically significant, the convergence graphs can show that one algorithm
can reach lower values, as shown in Fig. 6.2.

Fig. 6.2 Average convergence of SHADE and MC–SHADE algorithms on CEC
2015 benchmark, function 3, 10D.

The MC–SHADE algorithm was sent for the CEC 2016 competition and ranked
5th out of 9 contestants – Tab. 6.3. The biggest strength of the algorithm was
solving optimization problems in higher dimensions – 50D and 100D. Results of
the MC–SHADE algorithm on CEC 2016 benchmark set are listed in Appendix E
in tables E.1 – E.4.
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Fig. 6.3 Average convergence of SHADE and MC–SHADE algorithms on CEC
2015 benchmark, function 9, 10D.

Tab. 6.3 CEC 2016 competition ranking.

Algorithm D = 10 D = 30 D = 50 D = 100 Score Rank
LSHADE_EpSin [40] 1.51E+03 3.18E+03 5.88E+03 3.33E+04 4.38E+04 1
UMOEAII [57] 1.44E+03 4.38E+03 1.59E+04 2.96E+04 5.14E+04 2
SSEABC [69] 2.11E+03 7.68E+03 1.91E+04 3.06E+04 5.96E+04 3
iL–SHADE [43] 1.98E+03 5.32E+03 1.80E+04 2.23E+05 2.49E+05 4
MC–SHADE [41] 1.96E+03 1.06E+04 4.55E+04 1.96E+05 2.54E+05 5
AEPDJADE [70] 2.17E+03 8.36E+03 4.42E+04 2.77E+05 3.32E+05 6
LSHADE44 [42] 1.91E+03 5.97E+03 2.20E+04 3.76E+05 4.06E+05 7
SHADE4 [71] 1.83E+03 1.77E+04 1.65E+05 7.79E+05 9.64E+05 8
SPMGTLO [72] 8.64E+04 2.28E+06 3.87E+07 1.10E+08 1.51E+08 9
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6.3 Distance based parameter adaptation

The distance based (Db) parameter adaptation was developed for SHADE–based
[31] algorithms to overcome their problem with premature convergence to local
optima. The original adaptation mechanism for scaling factor F and crossover
rate CR values uses weighted forms of means (5.6) and (5.7), where weights are
based on the improvement in objective function value (5.9). Such an approach
promotes exploitation over exploration, and therefore, leads to premature con-
vergence. This is a problem, especially when solving problems of higher dimen-
sionality. The Db approach is based on the Euclidean distance between the trial
and the target individual. Scaling factor F and crossover rate CR values con-
nected with the individual that moved the furthest will have the highest weight
(6.5). This approach slightly increases the algorithm’s complexity by replacing
the scalar subtraction for Euclidean distance computation.

wn =

√∑D
j=1 (un,j,G − xn,j,G)

2∑|SCR|
m=1

√∑D
j=1 (um,j,G − xm,j,G)

2
(6.5)

The exploration ability is rewarded, leading to avoidance of premature conver-
gence in higher dimensional objective spaces. Such an approach might also be
useful for constrained problems, where constrained areas could be overcome by
individual’s increased movement in the search space.

6.3.1 Results

The proposed Db adaptation was implemented into SHADE [31] and L–SHADE
[34] algorithms, and the resulting algorithm variants were named Db_SHADE
and DbL_SHADE respectively. All versions (SHADE, Db_SHADE, L–SHADE
and DbL_SHADE) were run on the CEC 2015 benchmark set, and their perfor-
mance was assessed in accordance with the benchmark rules. The basic descrip-
tive statistics and the results of the Wilcoxon rank–sum test in the same format
as in section 6.2.3 are provided in Appendix F in the following tables F.1 – F.8.
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As can be seen in tables F.1 and F.2, the Db adaptation is comparable to the orig-
inal adaptation on 10D problems. There is a statistically significant difference in
performance only in two cases – functions 6 and 12 (L–SHADE), resulting in the
final score in Db wins/ties/loses of 0/15/0 (SHADE) and 1/13/1 (L–SHADE).
Different results are visible on higher dimensional problems in tables F.3 – F.8.
There, the Db adaptation outperforms the original versions with scored reported
in Tab. 6.4.

Tab. 6.4 Wilcoxon rank-sum results in a form of
wins/ties/loses from the perspective of Db
adaptation enhanced algorithm - CEC 2015.

D SHADE L-SHADE
10 0/15/0 1/13/1
30 5/10/0 5/9/1
50 6/7/2 9/5/1
100 5/9/1 5/8/2
sum 16/41/3 20/35/5

The results show that the Db adaptation is beneficial for SHADE [31] and L–
SHADE [34] algorithms when solving problems of higher dimensionality. Also,
function 1 in the dataset is a unimodal rotated high conditioned elliptic func-
tion [53], and the DbL_SHADE algorithm does not perform well in 30, 50 and
100D on that problem. This is due to a slower convergence in comparison with
L–SHADE with the original parameter adaptation. Understandably, the greedy
approach is more suitable for unimodal functions since there is no need for ex-
ploration of the search space. The global optima of such functions can be found
by simply following the gradient from each point in the search space.

6.3.2 Clustering analysis

The influence of the distance based parameter adaptation on the exploration and
exploitation abilities of the algorithm was also tested on CEC 2015 benchmark
set. A clustering and population diversity analysis described in section 6.1 were
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performed and the results are available in Appendix G in tables G.1 – G.4 for
SHADE and in tables G.5 – G.8 for L–SHADE.
It can be seen that the population’s clustering occurs later for the algorithm vari-
ants with distance based parameter adaptation. This is mainly true for higher
dimensional settings (30, 50, and 100D). Also, when numbers of cluster occur-
rence instances differ between Db and non-Db version, the Db version usually
clusters in fewer cases. As for the population diversity, the characteristic feature
is that when clusters occur in the population, diversity is similar regardless of
the used adaptation scheme. It is important to note that in Db versions, clus-
tering occurs later. Therefore, the population can explore the search space for a
longer time, which proves to be beneficial for multimodal and complex objective
function landscapes.

6.4 DISH

In the original version of the DE, there were three user–defined control pa-
rameters – population size NP, scaling factor F and crossover rate CR. These
parameters’ values are usually adapted during the optimization in the modern
versions of the DE, and DISH is no exception. However, the mutation opera-
tor and adaptation mechanisms evolved via several successful algorithms. The
evolution line from DE to DISH is described in the following steps:

1. DE from 1995 by Storn and Price [12].

2. JADE from 2009 [23] – algorithm created by Zhang and Sanderson pro-
posed a novel mutation strategy – "current–to–pbest/1" with an optional
archive of inferior solutions.

3. SHADE from 2013 by Tanabe and Fukunaga [31] – built on the JADE
algorithm with added memories for historically successful F and CR val-
ues and new adaptation mechanism for these parameters. This algorithm
placed 3rd in the CEC 2013 competition.
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4. The linear decrease of population size was introduced into SHADE and
created L–SHADE algorithm [34], the winner of the CEC 2014 competition.

5. Improved L–SHADE algorithm titled iL–SHADE [43] was proposed for a
CEC 2016 competition by Brest et al. This algorithm introduced changes
to the historical memory update system and the initialization of the histor-
ical memories. It also proposed a new mechanism for treating F and CR
parameters based on the ratio between current and maximum generation
(phase of the optimization). This algorithm placed 4th in the CEC 2016
competition.

6. Distance based parameter adaptation was proposed for SHADE based al-
gorithms by Viktorin et al. in 2017 [73]. This novel adaptation mechanism
based on the distance between solutions instead of the difference between
objective function value was presented on SHADE and L–SHADE algo-
rithms and shown its superiority over the original.

7. jSO algorithm was proposed by Brest et al. in 2017 [45]. The algo-
rithm uses a novel "current–to–pbest–w/1" mutation strategy and slightly
changes fixed values for F and CR parameters. The jSO algorithm was
2nd in the CEC 2017 bound constrained competition.

8. DISH algorithm was introduced in 2018 by Viktorin et al. and published
in 2019 [47]. It incorporates the distance based parameter adaptation into
the jSO algorithm to improve its performance.

The following subsections provide the details of DISH algorithm mechanisms.
As a result of the above mentioned evolution some operations (e.g., selection)
are equal or similar to those mentioned in the previous sections of this work, but
for the sake of readability, those operations are also described in this section.
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6.4.1 Initialization

The initial population P of solutions to the optimized problem is generated
randomly. The size of the population is determined by the user via NPinit

parameter (initial population size). Each individual solution x is a vector of
length D, which is a dimension of the problem, and each vector component
is generated within its lower lo and upper up bounds by an uniform PRNG
U [lo, up] (6.6).

xj,i = U
[
loj , upj

]
for j = 1, . . . , D; i = 1, . . . , NP init (6.6)

Other parameters and variables that have to be set in the initialization phase
are:

1. Final population size - NPf .

2. Stopping criterion - a maximum number of objective function evaluations
MAXFES in the most common case.

3. pmax and pmin parameters for mutation operator. pmax = 0.25 and pmin

= pmax/2 = 0.125

4. External archive A is initialized empty. A = Ø

5. Historical memory size H. H = 5

6. Historical memories for scaling factor M F (6.7) and crossover rate M CR

(6.8).

7. Update historical memory index k. k = 1.

MF,i = 0.5 for i = 1, . . . ,H − 1, MF,H = 0.9 (6.7)

MCR,i = 0.8 for i = 1, . . . ,H − 1, MCR,H = 0.9 (6.8)
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The following steps – mutation, crossover, and selection are repeated for each
individual solution in the generation G, and these generations are repeated until
the stopping criterion is met.

6.4.2 Mutation

The mutation operator used in DISH is a jSO’s "current–to–pbest–w/1", which
combines a greedy approach in the first difference and the explorative factor in
the second difference (6.9).

vi = xi + Fw,i (xpBest − xi) + Fi (xr1 − xr2) (6.9)

The v i is the i–th mutated vector created from target vector x i, randomly
selected one of the 100p% best solutions in the population x pBest where p is
determined by (6.10), a random solution from the population x r1 and random
solution from the union of the population and external archive x r2. It is also
important to note that all individuals are mutually different - x i 6= x pBest 6= x r1

6= x r2. The differences are scaled by two scaling factor parameters, the scaling
factor Fi (6.11), and the weighted scaling factor Fw,i (6.13).

p = FESratio · (pmax − pmin) + pmin (6.10)

Where FESratio stands for the ratio between the current number of objective
function evaluations FES and the maximum number of objective function evalu-
ationsMAXFES (FESratio = FES/MAXFES ). Therefore, parameter p increases
linearly with objective function evaluations.

Fi = C [MF,r, 0.1] (6.11)

The scaling factor value Fi is generated from Cauchy distribution with the lo-
cation parameter M F,r and scale parameter value of 0. The index r is randomly
generated from the range [1, H ]. If the generated value Fi is smaller or equal
to 0, it is generated again and if it is higher than 1, it is set to 1. Also, the
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scaling factor Fi is influenced by the FESratio in order to truncate its value in
the exploration phase of the algorithm run (6.12).

Fi = 0.7, FESratio < 0.6 and Fi > 0.7 (6.12)

Fw,i =


0.7 · Fi, FESratio < 0.2

0.8 · Fi, FESratio < 0.4

1.2 · Fi, otherwise

(6.13)

The weighted scaling factor Fw,i is based on the optimization phase given by
the FESratio. The next step after the mutation is the crossover.

6.4.3 Crossover

The crossover operator in DISH algorithm is binomial and based on the crossover
rate value CRi generated from the normal distribution (6.14) with a mean pa-
rameter value M CR,r selected from the crossover rate historical memory and
standard deviation value of 0.1.

CRi = N [MCR,r, 0.1] (6.14)

The CRi value is also bounded between 0 and 1 and whenever it is generated
outside these bounds, it is truncated to the nearest bound. The crossover rate
value is also a subject to the optimization phase given by FESratio (6.15).

CRi =


max(CRi, 0.7), FESratio < 0.25

max(CRi, 0.6), FESratio < 0.5

CRi, otherwise

(6.15)

Finally, the binomial crossover is depicted in (6.16).

uj,i =

{
vj,i if U [0, 1] ≤ CRi or j = jrand

xj,i otherwise
(6.16)

Where u i is called a trial vector and jrand is an index of one component that
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has to be taken from the mutated vector v i. The jrand index ensures that at
least one vector component of the target vector x i will be replaced. Thus in the
following selection step, the tested trial vector will provide new information.

6.4.4 Selection

In the selection step, a quality of the trial solution vector u i is compared to the
quality of the original solution vector x i. The quality is given by the objective
function value of these solutions. And since the selection operator is elitist, the
trial solution has to have at least equal objective function value as the target
solution to proceed into the next generation G+1 (6.17).

xi,G+1 =

{
ui,G if f (ui,G) ≤ f (xi,G)

xi,G otherwise
(6.17)

Where f () depicts the objective function value, and in this case, the objective
is to minimize it.
The mutation, crossover, and selection operators are repeated for each individual
solution in the population, and after the population is exhausted, the algorithm
proceeds to the next generation. However, before processing each individual so-
lution of the next generation, two essential mechanisms are incorporated into the
algorithm – a linear decrease of the population size and the update of historical
memories. These two mechanisms are described in the following subsections.

6.4.5 Linear decrease of the population size

The population size is decreased during the algorithm run to provide more time
for exploration in the later phase of optimization. Thus, the smaller population
of individual solutions will have more time to exploit the promising areas of the
objective function landscape.
The mechanism used in the DISH algorithm is a linear decrease of population
size, which uses the information of current objective function evaluations to
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shrink the population of solutions. A new population size NPnew is calculated
as follows (6.18).

NPnew = round (NP init − FESratio · (NP init −NP f )) (6.18)

The size of an external archive A is connected to the size of the population, and
therefore, after decreasing the population size, the archive size is reduced as well.
Whereas when decreasing the population size, the worst individual solutions are
discarded from the population, in the archive, solutions to discard are selected
randomly.

6.4.6 Update of historical memories

Historical memories M F and M CR store historically successful values of scaling
factors F and crossover rates CR that were helpful in the production of better
trial individual solutions. Therefore, these memories have to be updated during
the optimization in order to store recently used values. After each generation,
one cell of both memories is updated, and for that, the algorithm uses index
k to remember, which cell will be updated. The index is initialized to 1, and
therefore, after the first generation, the first memory cell will be updated. The
index is increased by one after each update, and when it overflows the memory
size H, it starts from 1 again. There is one exception to the update, the last cell
of both memories is never updated and still contains values 0.9 for both control
parameters.
What will be stored in the k–th cell after the generation G is computed by a
weighted Lehmer mean (6.19) of the corresponding generation control parameter
arrays SF and SCR. These arrays are filled during the generation by the values
of control parameters when the trial solution succeeds in the selection step.

meanWL (S) =

∑|S|
n=1wn · S2

n∑|S|
n=1wn · Sn

(6.19)

The meanWL() stands for weighted Lehmer mean and the computation is equal
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for both SF and SCR, therefore, there is no subscript for S in the equation.
The k–th memory cells of M F and M CR are then updated according to (6.20)
and (6.21).

MF,k =

{
meanWL (SF ) if SF 6= ∅ and k 6= H

MF,k otherwise
(6.20)

MCR,k =

{
meanWL (SCR) if SCR 6= ∅ and k 6= H

MCR,k otherwise
(6.21)

The weights for the weighted Lehmer means (6.19) are in the case of the DISH
algorithm computed as depicted in (6.22). This weighting was introduced as
the distance based parameter adaptation [4]. It is titled like that, because in
the original SHADE, L–SHADE, iL–SHADE and jSO algorithms, the weights
were based on the difference between objective function values of trial individual
u i and its corresponding target individual x i, whereas in DISH, the weight is
computed from the Euclidean distance between those two - u i and x i.

wn =

√∑D
j=1 (un,j,G − xn,j,G)

2∑|SCR|
m=1

√∑D
j=1 (um,j,G − xm,j,G)

2
(6.22)

This approach promotes exploration and tries to avoid the premature conver-
gence of the algorithm into local optima.
Pseudo–code for the DISH algorithm is available in Appendix D.

6.4.7 Results

Median and mean obtained values on the CEC 2015 benchmark for the compar-
ison between jSO and DISH are listed in Appendix H in tables H.1, H.2, H.3
and H.4. The algorithm was also tested on CEC 2017 benchmark. Results are
available in Appendix H in tables H.5, H.6, H.7 and H.8. A quick summary of
the results in the same format (wins/ties/losses according to Wilcoxon rank–sum
test) as in section 6.3.1 is presented in Table 6.5.
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Tab. 6.5 Wilcoxon rank-sum results in a form of
wins/ties/loses from the perspective of DISH -

CEC 2015 and CEC 2017.

D CEC 2015 CEC 2017
10 0/15/0 0/29/1
30 3/12/0 3/26/1
50 7/8/0 14/16/0
100 6/7/2 19/10/1
sum 16/42/2 36/81/3

Once again, it is perceivable from the results that distance based parameter
adaptation is beneficial for higher dimensional problems and the algorithm vari-
ant implementing it (DISH) is able to outperform the original algorithm without
it (jSO).
The results of clustering and population diversity analysis on the CEC 2015
benchmark set are provided in Appendix I in the following tables I.1, I.2, I.3 and
I.4. As it was stated in the previous chapter 6.3, the mean cluster occurrence for
the algorithm variant with distance based parameter adaptation (DISH in this
case) is mostly higher, therefore clusters emerge later in the optimization phase
and the mean population diversity is similar during that time. This supports
the initial idea of prolonging the exploration phase of the algorithm.
In order to present the algorithm to the scientific community, DISH algorithm
was submitted for the CEC 2019 competition – 100–Digit Challenge [50]. The
results are presented in Tab. 6.6 [60]. There were two variants in the competi-
tion – DISHchain 1e+12 by Zamuda [49] and DISH by Viktorin et al. [47]. The
difference between these versions was in the larger initial population and more
computing resources in the case of DISHchain 1e+12. It was shown, that the
DISH algorithm is capable of obtaining competitive results and ended on joined
1st (DISHchain 1e+12) and 7th place out of 18 contestants.
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Tab. 6.6 CEC 2019 competition ranking. *results
presented after the original deadline of the

competition

Algorithm Total Score Ranking
jDE100 [48] 100.00 1
DISHchain 1e+12 [49] 97.12 *(100.00) 1
HyDE–DF [61] 93.00 2
SOMA T3A [62] 93.00 2
ESHADE–USM [74] 85.52 3
SOMA Pareto [75] 85.04 4
rCIPDE [76] 85.00 5
Co–Op [77] 84.56 6
DISH [47] 83.92 7
rjDE [78] 83.52 8
mL–SHADE [79] 78.20 9
GADE [80] 75.44 10
CMEAL [81] 73.44 11
HTPC [82] 73.36 12
UMDE–MS [83] 70.40 13
DLABC [84] 67.88 14
MiLSHADE–LSP [85] 60.72 15
ESP–SOMA [86] 51.92 16
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7 THE CONTRIBUTION TO SCIENCE AND
PRACTICE

This part focuses on the benefits of proposed techniques in both scientific and
application fields. Author believes that one of the most important aspects of
developing new heuristic optimization techniques is a proper analysis of their be-
haviour and identification of problem domains in which the algorithm performs
adequately. Therefore, the population dynamic analysis might be a helpful tool
for researchers, and can determine some of the key features of their evolutionary
algorithms – described in the next section 7.1. The section 7.2 describes im-
plementation possibilities of the proposed distance based parameter adaptation
and section 7.3 is devoted to an example of practical application of DISH–based
algorithm on the problem of sustainable waste–to–energy facility location.

7.1 Population dynamic analysis

As its name suggests, population dynamic analysis is a tool that helps to ana-
lyze and understand the collective behavior of the evolutionary algorithm dur-
ing the optimization run. This is very important for the development of new
ideas, mainly in the adaptive evolutionary computation field. Since most of the
proposed algorithms in this area aim to balance exploration and exploitation
abilities, population dynamic analysis is a great tool to unveil possible issues
and confirm the intended influence of the proposed changes to the evolutionary
algorithm.
The main advantages of using proposed clustering and population diversity anal-
ysis can be summarized as follows:

• Optimization phase detection – by combining the information from
cluster and diversity analysis with additional information from the algo-
rithm, the exploration, stall, and convergence phases can be detected.

• Premature convergence detection – forming of early clusters in the
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population is a good pointer towards premature convergence.

• Sub–optimal computational budget – when clusters are not formed
during the whole optimization run and the population is still evolving, it is
a good sign of underestimated computational budget. On the other hand,
when clusters are formed, and the population diversity remains the same,
it suggests an overestimated computational budget because the algorithm
is most likely not going to converge any further.

• Population size advisor – forming of clusters that leave out only a couple
of individuals might call for a larger population size. However, forming of
one large cluster suggests that there are more individuals in the same area
than needed.

• Population management tool – when managing the population size
during the optimization run, clustering information can be used to select
potential candidates for removal and refine the area of new individual gen-
eration.

7.2 Distance based parameter adaptation

Distance based parameter adaptation mechanism can be implemented into var-
ious evolutionary algorithms that use a greedy approach for any weighted pa-
rameter adaptation. Thus, it may be a tool for achieving a longer exploration
phase in environments suitable for it. However, it is important to consider the
additional computational complexity when implementing distance based param-
eter adaptation. Especially the large-scale optimization and the use of Euclidean
distance, may suffer from the curse of dimensionality [87].

7.3 Practical applications of DISH

DISH algorithm can be used for any optimization task with continuous param-
eters and can be considered a good choice for problems, which have over 30
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optimized parameters since it works best with problems of higher dimensional-
ity. One of the real–world applications is described in the next section.

7.3.1 Sustainable waste–to–energy facility location

The problem of waste–to–energy facility location with reduced energy sales and
unutilized capacity of plants [88, 89, 90, 91, 92, 93, 94, 95] leads to a mixed–
integer non–linear model, which can be solved quite efficiently for small and
medium–sized instances by traditional commercial solvers. However, for larger
instances, the computational complexity becomes an issue. Therefore, a modified
version of DISH was proposed and tested in [96].
The case study described in the paper deals with finding a location for waste–
to–energy facilities in the Czech Republic and the problem can be summarized
as follows:

• Existing waste–to–energy facilities – 4 (locations and capacities: Praha
– 310 kt, Brno – 240 kt, Liberec – 96 kt and Plzeň – 95 kt).

• The capacity of Praha and Brno facilities can be extended – one
additional option for each facility (430 kt Praha and 360 kt Brno).

• Limited number of potential new facility locations – 36.

• Each potential new facility has multiple capacity options – ranging
from 2 to 27.

• Waste limitation – facilities cannot process more waste than their ca-
pacity.

• Waste producers – 206 locations and each of them has to be processed
in a facility.

• Transportation cost – based on the traveled distance and the amount
of transported waste.

• Gate fee – based on the capacity of the facility.
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• Unutilized capacity penalization – non–linear penalization for unused
capacity of a facility.

In order to use the DISH algorithm for solving mixed–integer non–linear prob-
lems, the algorithm had to be slightly adapted and led to the emergence of the
Distance Random DISH (DR_DISH) algorithm. DR_DISH algorithm combines
DISH with distance–based clustering–inspired allocation of waste producers to
waste–to–energy facilities with a random sequence of producer processing and
can be described in a three–step process [96]:

1. Location – DISH algorithm determines whether or not to build a facility in
each potential location (dimension of the problem is based on the number
of potential new facilities, and each optimized parameter is simplified to a
binary decision 1 = build, 0 = do not build).

2. Repeat N –times

(a) Allocation - Randomly iterate through producers and assign them
to the nearest existing facility (determined in the first step). If the
nearest facility does not have enough capacity (maximum capacity is
lower than the sum of waste would be), the next nearest facility with
adequate capacity is selected.

(b) Capacities - for each waste–to–energy facility a closest larger capac-
ity than the sum of its waste is selected.

(c) Evaluation of the solution quality.

3. Out of N solutions, the best is selected and returned.

The DR_DISH algorithm was tested on 14 test cases dealing with instances of
the problem from the smallest (only one considered region) to the largest (all 14
regions of the Czech Republic). The results are provided in Table 7.1, where the
conventional solver DICOPT [97] is incorporated as a baseline. An example of
the proposed solution by DR_DISH algorithm for the whole Czech Republic is
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Tab. 7.1 DICOPT and DR_DISH solving the
sustainable waste–to–energy facility location.

# of regions [−] Cost [M€] # of facilities [−] Computational time [h:mm:ss]
DICOPT DR_DISH DICOPT DR_DISH DICOPT DR_DISH

1 21.0 21.0 1 1 0:00:04 0:01:48
2 46.3 47.3 5 2 0:00:15 0:03:38
3 61.6 70.0 4 4 0:00:28 0:05:31
4 94.5 102.4 9 4 0:01:15 0:08:22
5 105.5 111.5 6 4 0:01:39 0:09:46
6 119.7 127.2 10 5 0:10:09 0:12:50
7 138.5 146.3 10 5 0:02:14 0:14:54
8 159.8 162.1 12 6 3:55:32 0:17:09
9 211.0 211.9 14 8 5:54:08 0:22:21
10 − 241.9 − 9 − 0:23:44
11 − 252.3 − 10 − 0:26:19
12 − 268 − 11 − 0:31:58
13 − 292.4 − 12 − 0:38:01
14 − 301.7 − 12 − 0:40:53

Fig. 7.1 DR_DISH solution for the sustainable waste–to–energy facility
location - 14 regions.
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shown in Fig. 7.1.
As can be seen in Table 7.1, DICOPT solver was able to provide better results
up to 9 regions. However, the computational complexity became too high for 10
and more regions, and the commercial solver was unable to provide a feasible so-
lution under given experimental conditions. It is also apparent that DR_DISH
provides solutions that use a smaller number of waste–to–energy facilities with
higher capacity. This is important for the possible real–world implementation of
the solution since it is easier to guarantee a sufficient waste supply for larger fa-
cilities. Therefore, their economic sustainability is easier [96]. Moreover, the per-
ception of waste–to–energy facilities amongst the general public is still bad, even
though the currently used technologies are ensuring clean incineration. Thus,
the solution provided by DR_DISH algorithm is more likely to be implemented
in practice.
Several other approaches worth mentioning were considered during the design of
the DR_DISH algorithm [96]:

• Small incinerator – locations of facilities determined by DISH, but each
facility is initialized with the smallest available capacity. Producers are
iterated over randomly and processed in the nearest facility with sufficient
capacity. If none of the facilities has sufficient capacity, the nearest one
that can be enlarged to accommodate the waste from the currently eval-
uated producer is enlarged. This approach seems to be more viable for
smaller instances (1 – 4 regions with an average improvement of 5.84% in
comparison with DR_DISH) but increases the cost for larger instances (5
– 14 regions with 3.47% average increase).

• Cost oriented – DISH algorithm solves the sequence of processing pro-
ducers. Producers waste is transported to the most cost–effective facility
in terms of transport cost and gate fees. This approach leads to a higher
number of small facilities, but the solution’s cost is increased by 15.5% on
average in comparison with DR_DISH.

• Heuristic sequence – DISH algorithm solves both – facility location and
the sequence of processing producers. This leads to similar results as for
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DR_DISH algorithm (only 0.22% cost increase), but the dimensionality of
the problem quickly increases and thus is not suitable for larger instances.

• Iterative deterministic approach – This is an approach without heuris-
tic. The algorithm starts with all potential facilities. Waste producers are
allocated to their nearest facility with sufficient maximum capacity. Then
the algorithm cyclically tries to remove each facility and reallocate its waste
producers. This continues while the overall cost decreases. This approach
is due to its deterministic nature faster but led to the average increase in
the cost of 5.63%.
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8 DISSERTATION GOAL FULFILLMENT

This section describes steps that were taken in order to fulfill the dissertation
goal. This was to investigate current trends in adaptive DE design and utilize
datamining techniques to improve the understanding of the population dynamic
and possibly use this information to develop more robust and performance-wise
better algorithm variants.

• State–of–the–art review – current trends and ideas in the field of adap-
tive DE were studied and analyzed for possible deficiencies in the algorithm
design [98, 99, 100].

• Proposal of novel adaptive DE variants – based on the knowledge
gained from the first step, the proposed methods highlight understand-
ing of the population dynamic by addressing the problem of premature
convergence and fast clustering of the population [41, 44].

• Comparison with state of the art methods – proposed methods were
implemented into the state–of–the–art algorithms (SHADE, L–SHADE
and jSO [73, 47]) and compared with their canonical forms on CEC bench-
mark sets. The proposed algorithms were also participating in CEC com-
petitions in 2016 (5th place) [52] and 2019 (joined 1st, and 7th place) [101].

• Analysis – an analysis of the results [66, 102] was executed to understand
the benefits and drawbacks of the proposed methods. The next step in this
research direction is to utilize the analysis findings for the development of
refined adaptive methods and their implementation.
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9 CONCLUSION

This chapter summarizes the results of the doctoral thesis. Methods proposed
in this work can be used in both – research and practice.
Researchers might find clustering and population diversity analysis useful for
better understanding of the collective behavior of their evolutionary algorithm’s
population. Thus, it can help with the development, implementation, and mainly
evaluation of new ideas in the field of adaptive parameter control. Practitioners
may use the analysis results to identify potential problems with incorrect com-
putational budget or population size selection.
Following the findings of clustering and population diversity analysis of state-
of-the-art DE algorithms, a distance based parameter adaptation was proposed.
This led to the development of the DISH algorithm, which is a good choice for
single–objective optimization problems in the continuous domain with a higher
number of optimized parameters. The algorithm is reasonably easy to imple-
ment, and its implementation in Java is already available on Github [103]. It
may also serve for researchers as a baseline for comparison of their proposed
algorithms.
As for the distance based parameter adaptation scheme, it is possible to im-
plement it into other population–based evolutionary algorithms to affect their
balance between exploration and exploitation and help with the algorithm’s per-
formance aspect.
The author would like to utilize the knowledge gained in his doctoral studies and
dedicate his future research time and capacity to the development of an anal-
ysis framework for continuous single–objective population–based optimization
techniques. Such a framework should help analyze the behavior of an algorithm
during the optimization phase and serve as a guide for the refinement of devel-
oped techniques.
The incremental development of new evolutionary algorithms is an ongoing pro-
cess that gradually improves the quality of the heuristic optimization field [104].
Therefore, in author’s opinion, this type of research should be encouraged, but
with a great emphasis on good research practices.
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APPENDIX A: DE PSEUDO–CODE

Algorithm 1 DE
1: Set NP, CR, F, D and stopping criterion;
2: G = 1, xbest = {};
3: Randomly initialize (3.1) population P = (x 1,G,. . . ,xNP,G);
4: Pnew = {}, x best = best from population P ;
5: while stopping criterion not met do
6: for i = 1 to NP do
7: x i,G = P [i ];
8: v i,G by mutation (3.2);
9: u i,G by crossover (3.3);
10: x i,G+1 by selection (3.4);
11: x i,G+1 → Pnew;
12: end for
13: P = Pnew, Pnew = {}, x best = best from population P ;
14: end while
15: return x best as the best found solution;



APPENDIX B: SHADE PSUEDO–CODE

Algorithm 2 SHADE

1: Set NP , H, D, and MAXFES
(stopping criterion);

2: G = 1, xbest = {}, k = 1, pmin =
2/NP , A = Ø;

3: Randomly initialize population
P = (x1,G, . . . , xNP,G) (3.1);

4: FES+ = NP ;
5: Set all values in MF and MCR ac-

cording to (5.1);
6: Pnew = {}, xbest = best from pop-

ulation P ;
7: while stopping criterion not met

do
8: SF = Ø, SCR = Ø;
9: for i = 1 to NP do
10: xi,G = P [i];
11: r = U [1, H], pi =

U [pmin, 0.2];
12: Set Fi by (5.3) and CRi by

(5.5);
13: vi,G by mutation (5.2);
14: ui,G by binomial crossover

(5.4);
15: if f(ui,G) ≤ f(xi,G) then
16: xi,G+1 = ui,G;

17: xi,G → A;
18: Fi → SF , CRi → SCR;
19: else
20: xi,G+1 = xi,G;
21: end if
22: if |A| > NP then
23: Randomly delete |A| − NP

individuals from |A|;
24: end if
25: xi,G+1 → Pnew;
26: end for
27: if SF 6= Ø and SCR 6= Ø then
28: UpdateMF,k (5.6) andMCR,k

(5.6);
29: k ++;
30: if k > H then
31: k = 1;
32: end if
33: end if
34: P = Pnew, Pnew = {}, xbest =

best from population P ;
35: end while
36: return xbest as the best–found so-

lution;



APPENDIX C: L–SHADE PSUEDO–CODE

Algorithm 3 L–SHADE

1: Set NP , H, D, and MAXFES
(stopping criterion);

2: G = 1, xbest = {}, k = 1, pmin =
2/NP , A = Ø;

3: Randomly initialize population
P = (x1,G, . . . , xNP,G) (3.1);

4: FES+ = NP ;
5: Set all values in MF and MCR ac-

cording to (5.1);
6: Pnew = {}, xbest = best from pop-

ulation P ;
7: while stopping criterion not met

do
8: SF = Ø, SCR = Ø;
9: for i = 1 to NP do
10: xi,G = P [i];
11: r = U [1, H], pi =

U [pmin, 0.2];
12: Set Fi by (5.3) and CRi by

(5.5);
13: vi,G by mutation (5.2);
14: ui,G by binomial crossover

(5.4);
15: if f(ui,G) ≤ f(xi,G) then
16: xi,G+1 = ui,G;

17: xi,G → A;
18: Fi → SF , CRi → SCR;
19: else
20: xi,G+1 = xi,G;
21: end if
22: if |A| > NP then
23: Randomly delete |A| − NP

individuals from |A|;
24: end if
25: xi,G+1 → Pnew;
26: end for
27: if SF 6= Ø and SCR 6= Ø then
28: UpdateMF,k (5.6) andMCR,k

(5.6);
29: k ++;
30: if k > H then
31: k = 1;
32: end if
33: end if
34: P = Pnew, Pnew = {}, xbest =

best from population P ;
35: end while
36: return xbest as the best–found so-

lution;



APPENDIX D: DISH PSUEDO–CODE

Algorithm 4 DISH
1: Set NPinit, NP f , D, and MAXFES (stopping criterion);
2: NP = NP init, H = 5, G = 1, xbest = {}, k = 1, pmax = 0.25, pmin = 0.125, A = Ø,

FES = 0;
3: Randomly initialize population P = (x1,G, . . . , xNP,G) (6.6);
4: FES+ = NP ;
5: Set all values in MF to 0.5 and MCR to 0.8;
6: Pnew = {}, xbest = best from population P ;
7: while stopping criterion not met do
8: SF = Ø, SCR = Ø;
9: for i = 1 to NP do
10: r = U [1, H];
11: if r = H then
12: MF,r = 0.9;
13: MCR,r = 0.9;
14: end if
15: CRi,G = N(MCR,r, 0.1);
16: if CRi,G < 0 then
17: CRi,G = 0;
18: else if CRi,G > 1 then
19: CRi,G = 1;
20: end if
21: Fi,G = C(MF,r, 0.1);
22: while Fi,G ≤ 0 do
23: Fi,G = C(MF,r, 0.1);
24: end while
25: if Fi,G > 1 then
26: Fi,G = 1;
27: end if
28: FESratio = FES/MAXFES;
29: if FESratio < 0.6 and Fi,G > 0.7 then
30: Fi,G = 0.7;
31: end if
32: if FESratio < 0.25 then
33: CRi,G = max(CRi,G, 0.7);
34: else if FESratio < 0.5 then
35: CRi,G = max(CRi,G, 0.6);
36: end if



37: xi,G = P [i];
38: pi = pmin + FESratio ∗ (pmax − pmin) (6.10);
39: if FESratio < 0.2 then
40: Fw,i,G = 0.7Fi,G;
41: else if FESratio < 0.4 then
42: Fw,i,G = 0.8Fi,G;
43: else
44: Fw,i,G = 1.2Fi,G;
45: end if
46: vi,G = xi,G + Fw,i,G(xpBest − xi,G) + Fi,G(xr1 − xr2) (6.9);
47: ui,G by binomial crossover (6.16);
48: if f(ui,G) ≤ f(xi,G) then
49: xi,G+1 = ui,G;
50: xi,G → A;
51: Fi → SF , CRi → SCR;
52: else
53: xi,G+1 = xi,G;
54: end if
55: if |A| > NP then
56: Randomly delete |A| −NP individuals from |A|;
57: end if
58: xi,G+1 → Pnew;
59: end for
60: NPnew = round(NPinit − FESratio ∗ (NPinit −NPf )) (6.18);
61: if NPnew < NP then
62: Sort individuals in P according to their objective function values and remove NP −

NPnew worst ones;
63: NP = NPnew;
64: end if
65: if |A| > NP then
66: Randomly delete |A| −NP individuals from |A|;
67: end if
68: if SF 6= Ø and SCR 6= Ø then
69: Update MF,k (6.20) and MCR,k (6.21) with Lehmer mean computed by (6.19) with

distance based weights from (6.22);
70: k ++;
71: if k > H then
72: k = 1;
73: end if
74: end if
75: P = Pnew, Pnew = {}, xbest = best from population P , G++;
76: end while
77: return xbest as the best–found solution;



APPENDIX E: MC–SHADE - RESULT TABLES

Tab. E.1 CEC 2016 benchmark set results of
MC–SHADE algorithm in 10D.

Func. Best Worst Median Mean Std
1 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
4 0.00E+00 3.48E+01 3.48E+01 2.47E+01 1.58E+01
5 3.74E+00 2.01E+01 2.00E+01 1.54E+01 6.03E+00
6 0.00E+00 8.95E−01 0.00E+00 3.93E−02 1.77E−01
7 0.00E+00 3.44E−02 2.35E−03 4.47E−03 5.65E−03
8 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
9 1.19E+00 4.90E+00 2.24E+00 2.47E+00 7.93E−01
10 0.00E+00 1.87E−01 0.00E+00 2.20E−02 4.11E−02
11 1.31E+01 2.72E+02 4.83E+01 6.32E+01 5.18E+01
12 9.43E−02 2.66E−01 1.89E−01 1.85E−01 3.75E−02
13 5.65E−02 1.12E−01 8.09E−02 8.07E−02 1.36E−02
14 5.50E−02 2.18E−01 1.13E−01 1.17E−01 3.91E−02
15 2.94E−01 6.97E−01 5.09E−01 4.92E−01 8.61E−02
16 8.40E−01 2.21E+00 1.49E+00 1.50E+00 2.47E−01
17 0.00E+00 1.21E+02 9.95E−01 9.42E+00 2.85E+01
18 7.04E−03 1.36E+00 5.88E−02 1.72E−01 2.42E−01
19 9.61E−02 1.04E+00 1.50E−01 2.08E−01 2.08E−01
20 7.92E−02 4.41E−01 2.25E−01 2.33E−01 8.23E−02
21 4.52E−05 1.13E+00 2.52E−01 2.88E−01 2.84E−01
22 7.64E−02 6.83E−01 1.63E−01 1.77E−01 8.84E−02
23 3.29E+02 3.29E+02 3.29E+02 3.29E+02 0.00E+00
24 1.00E+02 1.11E+02 1.08E+02 1.08E+02 2.12E+00
25 1.09E+02 2.01E+02 1.17E+02 1.29E+02 2.85E+01
26 1.00E+02 1.00E+02 1.00E+02 1.00E+02 1.73E−02
27 1.21E+00 4.00E+02 1.81E+00 6.81E+01 1.37E+02
28 3.57E+02 4.95E+02 3.72E+02 4.10E+02 5.30E+01
29 1.27E+02 2.25E+02 2.22E+02 2.20E+02 1.33E+01
30 4.54E+02 5.97E+02 4.63E+02 4.75E+02 2.44E+01



Tab. E.2 CEC 2016 benchmark set results of
MC–SHADE algorithm in 30D.

Func. Best Worst Median Mean Std
1 6.83E−01 1.09E+04 2.09E+03 2.92E+03 2.72E+03
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
4 0.00E+00 3.99E+00 0.00E+00 7.82E−02 5.58E−01
5 2.01E+01 2.02E+01 2.02E+01 2.02E+01 2.39E−02
6 0.00E+00 9.15E+00 4.56E−02 1.23E+00 2.37E+00
7 0.00E+00 1.48E−02 0.00E+00 2.90E−04 2.07E−03
8 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
9 1.26E+01 2.65E+01 1.92E+01 1.95E+01 2.95E+00
10 0.00E+00 4.16E−02 0.00E+00 1.10E−02 1.46E−02
11 1.10E+03 1.94E+03 1.59E+03 1.57E+03 1.91E+02
12 1.31E−01 2.73E−01 2.16E−01 2.10E−01 2.98E−02
13 1.43E−01 2.74E−01 2.04E−01 2.06E−01 3.00E−02
14 1.56E−01 2.85E−01 2.14E−01 2.19E−01 3.59E−02
15 1.83E+00 3.71E+00 3.00E+00 3.00E+00 3.91E−01
16 7.93E+00 1.03E+01 9.39E+00 9.42E+00 4.43E−01
17 4.44E+02 2.15E+03 1.20E+03 1.24E+03 3.93E+02
18 2.03E+01 2.25E+02 7.57E+01 7.81E+01 3.68E+01
19 2.88E+00 6.96E+00 4.40E+00 4.50E+00 8.29E−01
20 2.98E+00 8.12E+01 1.83E+01 1.99E+01 1.27E+01
21 1.30E+01 6.90E+02 3.06E+02 3.15E+02 1.58E+02
22 2.87E+01 2.97E+02 1.50E+02 1.37E+02 6.64E+01
23 3.15E+02 3.15E+02 3.15E+02 3.15E+02 0.00E+00
24 2.22E+02 2.36E+02 2.24E+02 2.25E+02 2.02E+00
25 2.03E+02 2.09E+02 2.05E+02 2.05E+02 1.80E+00
26 1.00E+02 2.00E+02 1.00E+02 1.02E+02 1.40E+01
27 3.00E+02 4.38E+02 3.00E+02 3.40E+02 4.76E+01
28 6.85E+02 8.63E+02 7.97E+02 8.00E+02 3.02E+01
29 5.31E+02 8.22E+02 7.38E+02 7.35E+02 3.86E+01
30 5.67E+02 3.47E+03 1.44E+03 1.56E+03 6.43E+02



Tab. E.3 CEC 2016 benchmark set results of
MC–SHADE algorithm in 50D.

Func. Best Worst Median Mean Std
1 4.45E+03 7.11E+04 2.03E+04 2.33E+04 1.38E+04
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
3 0.00E+00 2.26E−02 1.90E−06 1.03E−03 4.05E−03
4 0.00E+00 9.81E+01 5.00E−04 1.27E+01 2.76E+01
5 2.02E+01 2.03E+01 2.02E+01 2.02E+01 2.16E−02
6 7.72E−01 7.92E+00 3.83E+00 3.87E+00 1.84E+00
7 0.00E+00 1.97E−02 0.00E+00 3.96E−03 5.89E−03
8 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
9 3.17E+01 5.75E+01 4.59E+01 4.53E+01 6.96E+00
10 0.00E+00 5.00E−02 1.25E−02 1.30E−02 1.34E−02
11 2.74E+03 4.28E+03 3.57E+03 3.60E+03 3.89E+02
12 1.58E−01 2.64E−01 2.12E−01 2.11E−01 2.24E−02
13 2.28E−01 4.89E−01 3.26E−01 3.25E−01 5.30E−02
14 2.08E−01 4.68E−01 2.87E−01 2.94E−01 4.28E−02
15 5.09E+00 1.07E+01 6.86E+00 6.96E+00 1.01E+00
16 1.70E+01 1.84E+01 1.78E+01 1.78E+01 3.57E−01
17 1.23E+03 4.51E+03 2.63E+03 2.74E+03 7.89E+02
18 7.39E+01 2.69E+02 1.81E+02 1.73E+02 4.41E+01
19 6.20E+00 2.91E+01 1.21E+01 1.41E+01 5.57E+00
20 1.06E+02 4.46E+02 2.30E+02 2.39E+02 7.43E+01
21 8.03E+02 3.29E+03 1.50E+03 1.58E+03 5.66E+02
22 1.68E+02 7.00E+02 4.12E+02 4.18E+02 1.33E+02
23 3.44E+02 3.44E+02 3.44E+02 3.44E+02 0.00E+00
24 2.69E+02 2.79E+02 2.75E+02 2.75E+02 2.29E+00
25 2.06E+02 2.26E+02 2.18E+02 2.17E+02 5.59E+00
26 1.00E+02 2.00E+02 1.00E+02 1.04E+02 1.95E+01
27 3.04E+02 5.56E+02 4.51E+02 4.49E+02 5.02E+01
28 1.03E+03 1.28E+03 1.15E+03 1.15E+03 5.71E+01
29 7.80E+02 1.11E+03 8.71E+02 8.84E+02 6.52E+01
30 8.42E+03 1.18E+04 9.89E+03 9.87E+03 7.70E+02



Tab. E.4 CEC 2016 benchmark set results of
MC–SHADE algorithm in 100D.

Func. Best Worst Median Mean Std
1 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
4 0.00E+00 3.48E+01 3.48E+01 2.47E+01 1.58E+01
5 3.74E+00 2.01E+01 2.00E+01 1.54E+01 6.03E+00
6 0.00E+00 8.95E−01 0.00E+00 3.93E−02 1.77E−01
7 0.00E+00 3.44E−02 2.35E−03 4.47E−03 5.65E−03
8 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
9 1.19E+00 4.90E+00 2.24E+00 2.47E+00 7.93E−01
10 0.00E+00 1.87E−01 0.00E+00 2.20E−02 4.11E−02
11 1.31E+01 2.72E+02 4.83E+01 6.32E+01 5.18E+01
12 9.43E−02 2.66E−01 1.89E−01 1.85E−01 3.75E−02
13 5.65E−02 1.12E−01 8.09E−02 8.07E−02 1.36E−02
14 5.50E−02 2.18E−01 1.13E−01 1.17E−01 3.91E−02
15 2.94E−01 6.97E−01 5.09E−01 4.92E−01 8.61E−02
16 8.40E−01 2.21E+00 1.49E+00 1.50E+00 2.47E−01
17 0.00E+00 1.21E+02 9.95E−01 9.42E+00 2.85E+01
18 7.04E−03 1.36E+00 5.88E−02 1.72E−01 2.42E−01
19 9.61E−02 1.04E+00 1.50E−01 2.08E−01 2.08E−01
20 7.92E−02 4.41E−01 2.25E−01 2.33E−01 8.23E−02
21 4.52E−05 1.13E+00 2.52E−01 2.88E−01 2.84E−01
22 7.64E−02 6.83E−01 1.63E−01 1.77E−01 8.84E−02
23 3.29E+02 3.29E+02 3.29E+02 3.29E+02 0.00E+00
24 1.00E+02 1.11E+02 1.08E+02 1.08E+02 2.12E+00
25 1.09E+02 2.01E+02 1.17E+02 1.29E+02 2.85E+01
26 1.00E+02 1.00E+02 1.00E+02 1.00E+02 1.73E−02
27 1.21E+00 4.00E+02 1.81E+00 6.81E+01 1.37E+02
28 3.57E+02 4.95E+02 3.72E+02 4.10E+02 5.30E+01
29 1.27E+02 2.25E+02 2.22E+02 2.20E+02 1.33E+01
30 4.54E+02 5.97E+02 4.63E+02 4.75E+02 2.44E+01



APPENDIX F: DISTANCE BASED PARAMETER ADAPTATION
- RESULT TABLES

Tab. F.1 CEC 2015 benchmark set results of
SHADE and Db_SHADE algorithms in 10D.

SHADE Db_SHADE
Func. Median Mean Median Mean Result
1 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
3 2.00E+01 1.89E+01 2.00E+01 1.92E+01 =
4 3.07E+00 2.97E+00 3.06E+00 2.98E+00 =
5 2.21E+01 3.42E+01 2.98E+01 4.52E+01 =
6 2.20E−01 2.97E+00 4.16E−01 8.08E−01 =
7 1.67E−01 1.88E−01 1.73E−01 1.91E−01 =
8 8.15E−02 2.69E−01 4.28E−02 2.06E−01 =
9 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =
10 2.17E+02 2.17E+02 2.17E+02 2.17E+02 =
11 3.00E+02 1.66E+02 3.00E+02 2.01E+02 =
12 1.01E+02 1.01E+02 1.01E+02 1.01E+02 =
13 2.78E+01 2.78E+01 2.79E+01 2.76E+01 =
14 2.94E+03 4.28E+03 2.98E+03 4.66E+03 =
15 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =



Tab. F.2 CEC 2015 benchmark set results of
L–SHADE and DbL_SHADE algorithms in 10D.

L–SHADE DbL_SHADE
Func. Median Mean Median Mean Result
1 0,00E+00 0,00E+00 0,00E+00 0,00E+00 =
2 0,00E+00 0,00E+00 0,00E+00 0,00E+00 =
3 2,00E+01 1,87E+01 2,00E+01 1,89E+01 =
4 2,98E+00 2,58E+00 2,99E+00 2,95E+00 =
5 2,87E+01 6,05E+01 1,54E+01 4,23E+01 =
6 4,16E−01 2,84E+00 6,24E−01 7,74E−01 −
7 7,01E−02 1,31E−01 9,49E−02 1,89E−01 =
8 4,21E−01 4,13E−01 3,29E−01 3,44E−01 =
9 1,00E+02 1,00E+02 1,00E+02 1,00E+02 =
10 2,17E+02 2,17E+02 2,17E+02 2,17E+02 =
11 3,00E+02 1,83E+02 3,00E+02 1,95E+02 =
12 1,01E+02 1,01E+02 1,01E+02 1,01E+02 +
13 2,71E+01 2,66E+01 2,69E+01 2,69E+01 =
14 2,94E+03 4,19E+03 2,94E+03 4,77E+03 =
15 1,00E+02 1,00E+02 1,00E+02 1,00E+02 =



Tab. F.3 CEC 2015 benchmark set results of
SHADE and Db_SHADE algorithms in 30D.

SHADE Db_SHADE
Func. Median Mean Median Mean Result
1 3.73E+01 2.62E+02 2.12E+01 2.42E+02 =
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
3 2.01E+01 2.01E+01 2.01E+01 2.01E+01 =
4 1.41E+01 1.41E+01 1.32E+01 1.31E+01 =
5 1.55E+03 1.50E+03 1.54E+03 1.52E+03 =
6 5.36E+02 5.73E+02 3.37E+02 3.48E+02 +
7 7.17E+00 7.26E+00 6.81E+00 6.74E+00 +
8 1.26E+02 1.21E+02 5.27E+01 7.38E+01 +
9 1.03E+02 1.03E+02 1.03E+02 1.03E+02 =
10 6.27E+02 6.22E+02 5.29E+02 5.32E+02 +
11 4.53E+02 4.50E+02 4.10E+02 4.16E+02 +
12 1.05E+02 1.05E+02 1.05E+02 1.05E+02 =
13 9.52E+01 9.50E+01 9.47E+01 9.50E+01 =
14 3.21E+04 3.24E+04 3.22E+04 3.24E+04 =
15 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =



Tab. F.4 CEC 2015 benchmark set results of
L–SHADE and DbL_SHADE algorithms in 30D.

L–SHADE DbL_SHADE
Func. Median Mean Median Mean Result
1 1,60E+00 6,18E+00 3,86E+00 2,00E+01 −
2 0,00E+00 0,00E+00 0,00E+00 0,00E+00 =
3 2,00E+01 2,00E+01 2,00E+01 2,00E+01 =
4 1,29E+01 1,39E+01 1,29E+01 1,29E+01 =
5 1,44E+03 1,39E+03 1,40E+03 1,41E+03 =
6 7,61E+02 7,71E+02 4,64E+02 4,74E+02 +
7 6,70E+00 6,48E+00 5,91E+00 5,62E+00 +
8 1,51E+02 1,47E+02 1,21E+02 1,14E+02 +
9 1,03E+02 1,03E+02 1,03E+02 1,03E+02 =
10 7,21E+02 7,75E+02 5,99E+02 5,85E+02 +
11 4,77E+02 4,68E+02 4,21E+02 4,33E+02 +
12 1,05E+02 1,05E+02 1,05E+02 1,05E+02 =
13 9,29E+01 9,24E+01 9,32E+01 9,25E+01 =
14 3,33E+04 3,29E+04 3,31E+04 3,25E+04 =
15 1,00E+02 1,00E+02 1,00E+02 1,00E+02 =



Tab. F.5 CEC 2015 benchmark set results of
SHADE and Db_SHADE algorithms in 50D.

SHADE Db_SHADE
Func. Median Mean Median Mean Result
1 1.81E+04 2.14E+04 3.00E+04 3.27E+04 −
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
3 2.01E+01 2.01E+01 2.02E+01 2.02E+01 −
4 3.84E+01 3.92E+01 3.15E+01 3.27E+01 +
5 3.10E+03 3.09E+03 3.06E+03 3.01E+03 =
6 2.87E+03 3.56E+03 2.87E+03 3.91E+03 =
7 4.22E+01 4.25E+01 4.08E+01 4.12E+01 +
8 1.13E+03 1.12E+03 6.62E+02 6.68E+02 +
9 1.06E+02 1.06E+02 1.05E+02 1.05E+02 +
10 1.57E+03 1.59E+03 1.23E+03 1.24E+03 +
11 6.76E+02 6.81E+02 5.83E+02 5.85E+02 +
12 1.08E+02 1.08E+02 1.08E+02 1.08E+02 =
13 1.80E+02 1.80E+02 1.81E+02 1.80E+02 =
14 7.29E+04 6.66E+04 6.96E+04 6.51E+04 =
15 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =



Tab. F.6 CEC 2015 benchmark set results of
L–SHADE and DbL_SHADE algorithms in 50D.

L–SHADE DbL_SHADE
Func. Median Mean Median Mean Result
1 4,37E+03 6,31E+03 1,17E+04 1,50E+04 −
2 0,00E+00 0,00E+00 0,00E+00 0,00E+00 =
3 2,00E+01 2,00E+01 2,00E+01 2,00E+01 =
4 3,68E+01 3,62E+01 3,09E+01 3,12E+01 +
5 3,07E+03 3,06E+03 2,93E+03 2,90E+03 +
6 2,74E+03 2,75E+03 2,48E+03 2,85E+03 =
7 4,29E+01 4,33E+01 4,20E+01 4,21E+01 +
8 1,15E+03 1,11E+03 8,25E+02 8,28E+02 +
9 1,06E+02 1,06E+02 1,05E+02 1,05E+02 +
10 1,60E+03 1,65E+03 1,41E+03 1,46E+03 +
11 6,93E+02 6,89E+02 5,98E+02 5,97E+02 +
12 1,08E+02 1,08E+02 1,08E+02 1,08E+02 +
13 1,78E+02 1,78E+02 1,79E+02 1,78E+02 =
14 7,30E+04 6,70E+04 5,92E+04 6,37E+04 +
15 1,00E+02 1,00E+02 1,00E+02 1,00E+02 =



Tab. F.7 CEC 2015 benchmark set results of
SHADE and Db_SHADE algorithms in 100D.

SHADE Db_SHADE
Func. Median Mean Median Mean Result
1 2.00E+05 2.20E+05 2.00E+05 2.10E+05 =
2 7.80E-07 7.70E-03 7.00E-10 1.60E-08 +
3 2.00E+01 2.00E+01 2.00E+01 2.00E+01 −
4 1.60E+02 1.60E+02 1.30E+02 1.30E+02 +
5 9.60E+03 9.60E+03 9.40E+03 9.40E+03 =
6 3.50E+04 4.00E+04 3.50E+04 3.80E+04 =
7 1.20E+02 1.30E+02 1.40E+02 1.20E+02 =
8 1.30E+04 1.40E+04 1.10E+04 1.10E+04 =
9 1.10E+02 1.10E+02 1.10E+02 1.10E+02 +
10 4.20E+03 4.20E+03 4.00E+03 4.00E+03 =
11 1.90E+03 1.90E+03 1.70E+03 1.70E+03 +
12 1.20E+02 1.20E+02 1.20E+02 1.20E+02 =
13 3.90E+02 3.90E+02 3.90E+02 3.90E+02 =
14 1.10E+05 1.10E+05 1.10E+05 1.10E+05 =
15 1.10E+02 1.10E+02 1.00E+02 1.00E+02 +



Tab. F.8 CEC 2015 benchmark set results of
L–SHADE and DbL_SHADE algorithms in 100D.

L–SHADE DbL_SHADE
Func. Median Mean Median Mean Result
1 9.14E+04 1.13E+05 1.35E+05 1.57E+05 −
2 1.20E−09 3.80E−09 2.90E−09 7.90E−09 =
3 2.00E+01 2.00E+01 2.00E+01 2.00E+01 =
4 1.49E+02 1.53E+02 1.30E+02 1.32E+02 +
5 9.46E+03 9.54E+03 9.19E+03 9.28E+03 +
6 2.76E+04 3.14E+04 3.28E+04 3.54E+04 −
7 1.14E+02 1.13E+02 1.11E+02 1.10E+02 +
8 8.86E+03 9.77E+03 1.02E+04 1.11E+04 =
9 1.13E+02 1.13E+02 1.12E+02 1.12E+02 +
10 4.45E+03 4.45E+03 4.29E+03 4.31E+03 =
11 1.92E+03 1.91E+03 1.69E+03 1.71E+03 +
12 1.19E+02 1.19E+02 1.19E+02 1.19E+02 =
13 3.85E+02 3.83E+02 3.87E+02 3.87E+02 =
14 1.09E+05 1.10E+05 1.09E+05 1.09E+05 =
15 1.04E+02 1.04E+02 1.02E+02 1.02E+02 +



APPENDIX G: DISTANCE BASED PARAMETER ADAPTATION
- POPULATION ANALYSIS

Tab. G.1 CEC 2015 benchmark set clustering and
population diversity analysis results of SHADE and

Db_SHADE algorithms in 10D.

SHADE Db_SHADE
Func. #runs MCO MPD #runs MCO MPD
1 51 1.01E+02 1.44E+01 51 1.16E+02 1.50E+01
2 51 6.25E+01 3.44E+01 51 7.03E+01 4.07E+01
3 0 − − 3 6.47E+02 1.64E+02
4 0 − − 1 5.48E+02 4.05E+01
5 0 − − 0 − −
6 47 6.42E+02 3.08E+01 49 6.56E+02 3.13E+01
7 1 7.01E+02 3.16E+01 0 − −
8 51 5.07E+02 1.73E+01 51 5.97E+02 1.59E+01
9 0 − − 0 − −
10 51 1.63E+02 1.02E+01 51 1.96E+02 9.78E+00
11 33 1.82E+02 1.22E+01 42 2.03E+02 1.13E+01
12 0 − − 0 − −
13 0 − − 0 − −
14 51 8.47E+01 1.16E+01 51 7.77E+01 1.11E+01
15 51 5.42E+01 5.39E+00 51 6.15E+01 5.46E+00



Tab. G.2 CEC 2015 benchmark set clustering and
population diversity analysis results of SHADE and

Db_SHADE algorithms in 30D.

SHADE Db_SHADE
Func. #runs MCO MPD #runs MCO MPD
1 51 1.74E+02 9.53E+00 51 2.51E+02 1.00E+01
2 51 7.63E+01 6.80E+00 51 9.50E+01 7.62E+00
3 0 − − 0 − −
4 0 − − 0 − −
5 0 − − 0 − −
6 51 2.62E+02 9.11E+00 51 4.90E+02 9.38E+00
7 0 − − 2 1.40E+03 1.12E+01
8 51 5.45E+02 1.05E+01 51 8.91E+02 1.23E+01
9 0 − − 0 − −
10 51 3.65E+02 8.50E+00 51 5.01E+02 8.45E+00
11 51 1.21E+02 8.02E+00 51 1.57E+02 6.82E+00
12 0 − − 0 − −
13 0 − − 0 − −
14 51 1.15E+02 6.96E+00 51 1.44E+02 6.82E+00
15 51 9.94E+01 6.07E+00 51 1.20E+02 6.18E+00



Tab. G.3 CEC 2015 benchmark set clustering and
population diversity analysis results of SHADE and

Db_SHADE algorithms in 50D.

SHADE Db_SHADE
Func. #runs MCO MPD #runs MCO MPD
1 51 2.17E+02 9.70E+00 51 3.05E+02 9.57E+00
2 51 9.07E+01 7.01E+00 51 1.09E+02 6.94E+00
3 0 − − 0 − −
4 0 − − 0 − −
5 0 − − 0 − −
6 51 4.72E+02 8.28E+00 51 7.72E+02 8.19E+00
7 30 4.45E+02 8.95E+00 13 7.71E+02 9.58E+00
8 50 1.22E+03 1.15E+01 49 1.37E+03 1.14E+01
9 3 8.21E+02 7.93E+00 0 − −
10 51 4.71E+02 7.89E+00 51 5.73E+02 7.89E+00
11 51 1.27E+02 7.62E+00 51 1.63E+02 7.62E+00
12 0 − − 0 − −
13 0 − − 0 − −
14 51 1.58E+02 7.30E+00 51 1.98E+02 7.21E+00
15 51 1.59E+02 7.25E+00 51 1.72E+02 7.24E+00



Tab. G.4 CEC 2015 benchmark set clustering and
population diversity analysis results of SHADE and

Db_SHADE algorithms in 100D.

SHADE Db_SHADE
Func. #runs MCO MPD #runs MCO MPD
1 51 2.40E+02 9.25E+00 51 3.07E+02 9.58E+00
2 51 1.92E+02 8.59E+00 51 1.96E+02 8.59E+00
3 0 − − 0 − −
4 0 − − 2 7.25E+02 8.47E+00
5 0 − − 0 − −
6 51 2.64E+03 7.50E+00 51 4.02E+03 7.32E+00
7 37 3.87E+02 8.80E+00 26 7.45E+02 8.96E+00
8 33 6.99E+03 1.08E+01 7 7.64E+03 9.26E+00
9 10 5.70E+02 9.85E+00 0 − −
10 51 1.05E+03 8.14E+00 51 1.04E+03 8.44E+00
11 51 1.50E+02 8.92E+00 51 1.96E+02 8.78E+00
12 0 − − 0 − −
13 0 − − 0 − −
14 51 5.66E+02 7.74E+00 51 5.62E+02 7.80E+00
15 51 4.39E+02 8.85E+00 51 4.30E+02 8.71E+00



Tab. G.5 CEC 2015 benchmark set clustering and
population diversity analysis results of L–SHADE

and DbL_SHADE algorithms in 10D.

L–SHADE DbL_SHADE
Func. #runs MCO MPD #runs MCO MPD
1 51 1.02E+02 1.34E+01 51 1.23E+02 1.46E+01
2 51 6.01E+01 2.75E+01 51 7.01E+01 3.53E+01
3 0 − − 5 8.84E+02 1.64E+02
4 2 3.45E+02 5.01E+01 4 3.23E+02 5.25E+01
5 0 − − 0 − −
6 48 5.15E+02 2.83E+01 49 5.70E+02 3.07E+01
7 0 − − 0 − −
8 51 4.52E+02 1.46E+01 51 5.26E+02 1.32E+01
9 0 − − 2 8.97E+02 1.46E+01
10 51 1.71E+02 9.93E+00 51 2.15E+02 9.34E+00
11 35 1.60E+02 1.09E+01 39 1.75E+02 1.12E+01
12 11 1.47E+03 9.71E+00 12 1.54E+03 8.98E+00
13 0 − − 0 − −
14 51 7.06E+01 7.51E+00 51 7.48E+01 7.89E+00
15 51 5.76E+01 5.43E+00 51 6.65E+01 5.43E+00



Tab. G.6 CEC 2015 benchmark set clustering and
population diversity analysis results of L–SHADE

and DbL_SHADE algorithms in 30D.

L–SHADE DbL_SHADE
Func. #runs MCO MPD #runs MCO MPD
1 51 1.51E+02 9.18E+00 51 2.22E+02 9.57E+00
2 51 7.06E+01 6.67E+00 51 9.05E+01 7.18E+00
3 0 − − 0 − −
4 0 − − 0 − −
5 0 − − 0 − −
6 51 2.00E+02 8.80E+00 51 3.65E+02 8.63E+00
7 7 4.21E+02 1.62E+01 12 6.66E+02 2.11E+01
8 51 4.26E+02 8.17E+00 51 6.43E+02 1.33E+01
9 2 5.82E+02 7.08E+00 0 − −
10 51 3.18E+02 8.34E+00 51 4.75E+02 8.25E+00
11 51 1.13E+02 7.25E+00 51 1.39E+02 6.82E+00
12 0 − − 0 − −
13 0 − − 0 − −
14 51 1.08E+02 6.82E+00 51 1.40E+02 7.03E+00
15 51 9.36E+01 6.13E+00 51 1.12E+02 6.12E+00



Tab. G.7 CEC 2015 benchmark set clustering and
population diversity analysis results of L–SHADE

and DbL_SHADE algorithms in 50D.

L–SHADE DbL_SHADE
Func. #runs MCO MPD #runs MCO MPD
1 51 1.90E+02 9.86E+00 51 3.04E+02 9.70E+00
2 51 8.48E+01 7.16E+00 51 1.06E+02 7.03E+00
3 0 − − 1 8.86E+02 3.44E+02
4 1 4.86E+02 1.12E+01 0 − −
5 0 − − 0 − −
6 51 3.02E+02 8.08E+00 51 3.69E+02 7.82E+00
7 41 2.76E+02 8.12E+00 35 5.87E+02 9.05E+00
8 51 6.35E+02 8.93E+00 51 8.43E+02 9.96E+00
9 11 5.72E+02 8.04E+00 1 9.29E+02 9.67E+00
10 51 3.78E+02 7.84E+00 51 5.60E+02 7.91E+00
11 51 1.17E+02 7.48E+00 51 1.56E+02 7.46E+00
12 0 − − 0 − −
13 0 − − 0 − −
14 51 1.41E+02 7.14E+00 51 1.78E+02 7.10E+00
15 51 1.38E+02 7.08E+00 51 1.56E+02 7.06E+00



Tab. G.8 CEC 2015 benchmark set clustering and
population diversity analysis results of L–SHADE

and DbL_SHADE algorithms in 100D.

L–SHADE DbL_SHADE
Func. #runs MCO MPD #runs MCO MPD
1 51 1.90E+02 9.47E+00 51 2.79E+02 1.01E+01
2 51 1.56E+02 8.50E+00 51 1.75E+02 8.57E+00
3 1 1.48E+03 5.03E+02 1 1.34E+03 5.06E+02
4 0 − − 1 4.44E+02 8.32E+00
5 0 − − 0 − −
6 51 2.02E+03 8.10E+00 51 3.50E+03 7.28E+00
7 47 2.62E+02 8.28E+00 45 5.35E+02 8.59E+00
8 51 4.95E+03 8.18E+00 51 7.19E+03 8.56E+00
9 7 7.65E+02 9.48E+00 5 7.57E+02 9.81E+00
10 51 6.13E+02 7.71E+00 51 8.20E+02 8.10E+00
11 51 1.34E+02 8.89E+00 51 1.85E+02 8.72E+00
12 0 − − 0 − −
13 0 − − 0 − −
14 51 3.88E+02 7.53E+00 51 4.34E+02 7.48E+00
15 51 3.20E+02 8.60E+00 51 3.39E+02 8.78E+00



APPENDIX H: DISH - RESULT TABLES

Tab. H.1 CEC 2015 benchmark set results of jSO
and DISH algorithms in 10D.

jSO DISH
Func. Median Mean Median Mean Result
1 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
3 2.00E+01 2.00E+01 2.00E+01 2.00E+01 =
4 2.00E+00 2.20E+00 2.00E+00 2.10E+00 =
5 1.00E+01 3.20E+01 1.50E+01 4.00E+01 =
6 2.00E+00 3.20E+00 1.40E+00 2.50E+00 =
7 2.90E−02 7.30E−02 2.90E−02 7.50E−02 =
8 4.00E−01 4.20E−01 5.00E−01 5.10E−01 =
9 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =
10 2.20E+02 2.20E+02 2.20E+02 2.20E+02 =
11 3.00E+02 1.70E+02 3.00E+02 2.10E+02 =
12 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =
13 2.80E+01 2.80E+01 2.70E+01 2.70E+01 =
14 2.90E+03 4.70E+03 2.90E+03 4.20E+03 =
15 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =



Tab. H.2 CEC 2015 benchmark set results of jSO
and DISH algorithms in 30D.

jSO DISH
Func. Median Mean Median Mean Result
1 8.80E−02 4.30E−01 7.20E−02 6.70E−01 =
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
3 2.10E+01 2.10E+01 2.10E+01 2.10E+01 =
4 1.40E+01 1.40E+01 1.40E+01 1.40E+01 =
5 1.50E+03 1.50E+03 1.60E+03 1.50E+03 =
6 2.30E+02 2.90E+02 1.80E+02 2.10E+02 +
7 2.80E+00 2.90E+00 2.60E+00 2.80E+00 =
8 5.10E+01 6.20E+01 3.60E+01 6.30E+01 =
9 1.00E+02 1.00E+02 1.00E+02 1.00E+02 +
10 5.00E+02 5.00E+02 4.70E+02 4.70E+02 =
11 4.40E+02 4.40E+02 4.00E+02 4.20E+02 +
12 1.10E+02 1.10E+02 1.10E+02 1.00E+02 =
13 9.40E+01 9.40E+01 9.50E+01 9.50E+01 =
14 3.10E+04 3.20E+04 3.10E+04 3.20E+04 =
15 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =



Tab. H.3 CEC 2015 benchmark set results of jSO
and DISH algorithms in 50D.

jSO DISH
Func. Median Mean Median Mean Result
1 7.70E+03 8.80E+03 8.70E+03 1.00E+04 =
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
3 2.10E+01 2.10E+01 2.00E+01 2.10E+01 =
4 4.10E+01 4.00E+01 3.40E+01 3.40E+01 +
5 3.30E+03 3.20E+03 3.30E+03 3.20E+03 =
6 2.00E+03 2.10E+03 1.80E+03 1.80E+03 +
7 4.10E+01 4.10E+01 4.10E+01 4.10E+01 =
8 6.20E+02 6.20E+02 5.00E+02 5.10E+02 +
9 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =
10 1.20E+03 1.10E+03 1.10E+03 1.10E+03 +
11 5.10E+02 5.10E+02 4.70E+02 4.80E+02 +
12 1.10E+02 1.10E+02 1.10E+02 1.10E+02 +
13 1.80E+02 1.80E+02 1.80E+02 1.80E+02 +
14 5.90E+04 6.00E+04 5.90E+04 6.20E+04 =
15 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =



Tab. H.4 CEC 2015 benchmark set results of jSO
and DISH algorithms in 100D.

jSO DISH
Func. Median Mean Median Mean Result
1 9.10E+04 1.10E+05 1.30E+05 1.40E+05 −
2 5.00E−10 3.30E−09 7.00E−10 3.80E−09 =
3 2.00E+01 2.00E+01 2.00E+01 2.00E+01 =
4 1.80E+02 1.80E+02 1.50E+02 1.50E+02 +
5 10.00E+03 10.00E+03 1.00E+04 10.00E+03 =
6 2.50E+04 2.80E+04 3.20E+04 3.30E+04 −
7 1.10E+02 1.10E+02 1.00E+02 1.10E+02 =
8 7.50E+03 8.10E+03 7.20E+03 7.70E+03 =
9 1.10E+02 1.10E+02 1.10E+02 1.10E+02 +
10 3.90E+03 3.90E+03 3.70E+03 3.80E+03 =
11 1.40E+03 1.40E+03 1.20E+03 1.20E+03 +
12 1.20E+02 1.20E+02 1.20E+02 1.20E+02 +
13 4.00E+02 4.00E+02 4.00E+02 4.00E+02 =
14 1.10E+05 1.10E+05 1.10E+05 1.10E+05 +
15 1.00E+02 1.00E+02 1.00E+02 1.00E+02 +



Tab. H.5 CEC 2017 benchmark set results of jSO
and DISH algorithms in 10D.

jSO DISH
Func. Median Mean Median Mean Result
1 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
4 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
5 2.00E+00 1.80E+00 2.00E+00 1.80E+00 =
6 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
7 1.20E+01 1.20E+01 1.20E+01 1.20E+01 =
8 2.00E+00 2.00E+00 2.00E+00 2.00E+00 =
9 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
10 1.00E+01 3.60E+01 7.00E+00 4.40E+01 =
11 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
12 4.20E-01 2.70E+00 4.20E-01 3.30E-01 =
13 4.80E+00 3.00E+00 1.00E+00 2.10E+00 =
14 0.00E+00 5.90E-02 0.00E+00 1.20E-01 =
15 1.80E-01 2.20E-01 4.50E-01 3.10E-01 -
16 5.20E-01 5.70E-01 6.30E-01 5.60E-01 =
17 4.00E-01 5.00E-01 3.90E-01 4.40E−01 =
18 3.80E−01 3.10E−01 2.70E−01 2.70E−01 =
19 0.00E+00 1.10E−02 0.00E+00 9.20E−03 =
20 3.10E−01 3.40E−01 3.10E−01 3.40E−01 =
21 1.00E+02 1.30E+02 1.00E+02 1.40E+02 =
22 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =
23 3.00E+02 3.00E+02 3.00E+02 3.00E+02 =
24 3.30E+02 3.00E+02 3.30E+02 2.90E+02 =
25 4.00E+02 4.10E+02 4.00E+02 4.10E+02 =
26 3.00E+02 3.00E+02 3.00E+02 3.00E+02 =
27 3.90E+02 3.90E+02 3.90E+02 3.90E+02 =
28 3.00E+02 3.40E+02 3.00E+02 3.70E+02 =
29 2.30E+02 2.30E+02 2.40E+02 2.40E+02 =
30 4.00E+02 4.00E+02 4.00E+02 4.00E+02 =



Tab. H.6 CEC 2017 benchmark set results of jSO
and DISH algorithms in 30D.

jSO DISH
Func. Median Mean Median Mean Result
1 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
4 5.90E+01 5.90E+01 5.90E+01 5.90E+01 =
5 8.00E+00 8.60E+00 8.00E+00 8.20E+00 =
6 0.00E+00 6.00E−09 0.00E+00 1.30E−08 =
7 3.90E+01 3.90E+01 3.80E+01 3.80E+01 =
8 9.00E+00 9.10E+00 8.00E+00 8.40E+00 =
9 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
10 1.50E+03 1.50E+03 1.50E+03 1.50E+03 =
11 2.00E+00 3.00E+00 2.00E+00 3.80E+00 =
12 1.40E+02 1.70E+02 1.20E+02 9.40E+01 +
13 1.60E+01 1.50E+01 1.70E+01 1.50E+01 =
14 2.10E+01 2.20E+01 2.20E+01 2.20E+01 =
15 7.80E−01 1.10E+00 9.10E−01 1.10E+00 =
16 2.60E+01 7.90E+01 2.50E+01 8.00E+01 =
17 3.50E+01 3.30E+01 3.50E+01 3.40E+01 =
18 2.10E+01 2.00E+01 2.10E+01 2.00E+01 =
19 4.10E+00 4.50E+00 3.50E+00 4.20E+00 =
20 2.90E+01 2.90E+01 2.80E+01 2.80E+01 =
21 2.10E+02 2.10E+02 2.10E+02 2.10E+02 =
22 1.00E+02 1.00E+02 1.00E+02 1.00E+02 =
23 3.50E+02 3.50E+02 3.50E+02 3.50E+02 =
24 4.30E+02 4.30E+02 4.30E+02 4.30E+02 =
25 3.90E+02 3.90E+02 3.90E+02 3.90E+02 +
26 9.30E+02 9.20E+02 9.30E+02 9.40E+02 −
27 5.00E+02 5.00E+02 4.90E+02 4.90E+02 +
28 3.00E+02 3.10E+02 3.00E+02 3.00E+02 =
29 4.30E+02 4.30E+02 4.40E+02 4.30E+02 =
30 2.00E+03 2.00E+03 2.00E+03 2.00E+03 =



Tab. H.7 CEC 2017 benchmark set results of jSO
and DISH algorithms in 50D.

jSO DISH
Func. Median Mean Median Mean Result
1 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
2 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
3 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
4 2.90E+01 5.60E+01 2.90E+01 6.10E+01 =
5 1.60E+01 1.60E+01 1.40E+01 1.40E+01 +
6 3.10E−07 1.10E−06 4.80E−08 9.70E−08 +
7 6.70E+01 6.70E+01 6.40E+01 6.40E+01 +
8 1.70E+01 1.70E+01 1.30E+01 1.40E+01 +
9 0.00E+00 0.00E+00 0.00E+00 0.00E+00 =
10 3.20E+03 3.10E+03 3.30E+03 3.20E+03 =
11 2.90E+01 2.80E+01 2.30E+01 2.40E+01 +
12 1.70E+03 1.70E+03 1.20E+03 1.20E+03 +
13 3.70E+01 3.10E+01 1.60E+01 2.70E+01 =
14 2.40E+01 2.50E+01 2.40E+01 2.40E+01 =
15 2.30E+01 2.40E+01 2.00E+01 2.10E+01 +
16 4.80E+02 4.50E+02 4.70E+02 4.50E+02 =
17 2.60E+02 2.80E+02 2.90E+02 3.00E+02 =
18 2.40E+01 2.40E+01 2.20E+01 2.30E+01 +
19 1.40E+01 1.40E+01 1.10E+01 1.10E+01 +
20 1.10E+02 1.40E+02 1.10E+02 1.60E+02 =
21 2.20E+02 2.20E+02 2.20E+02 2.20E+02 +
22 1.00E+02 1.50E+03 1.00E+02 1.80E+03 =
23 4.30E+02 4.30E+02 4.30E+02 4.30E+02 +
24 5.10E+02 5.10E+02 5.10E+02 5.10E+02 =
25 4.80E+02 4.80E+02 4.80E+02 4.80E+02 +
26 1.10E+03 1.10E+03 1.10E+03 1.10E+03 =
27 5.10E+02 5.10E+02 5.10E+02 5.10E+02 +
28 4.60E+02 4.60E+02 4.60E+02 4.60E+02 =
29 3.60E+02 3.60E+02 3.60E+02 3.60E+02 +
30 5.90E+05 6.00E+05 5.90E+05 6.00E+05 =



Tab. H.8 CEC 2017 benchmark set results of jSO
and DISH algorithms in 100D.

jSO DISH
Func. Median Mean Median Mean Result
1 0.00E+00 0.00E+00 0.00E+00 8.20E−10 =
2 4.70E−07 8.90E+00 2.90E−07 1.00E+04 =
3 1.50E−06 2.40E−06 1.10E−05 1.60E−05 −
4 2.00E+02 1.90E+02 2.00E+02 2.00E+02 =
5 4.40E+01 4.40E+01 2.80E+01 2.80E+01 +
6 3.60E−05 2.00E−04 4.30E−06 5.70E−06 +
7 1.40E+02 1.50E+02 1.30E+02 1.30E+02 +
8 4.20E+01 4.20E+01 2.90E+01 2.90E+01 +
9 0.00E+00 4.60E−02 0.00E+00 3.50E−03 +
10 9.80E+03 9.70E+03 9.80E+03 9.80E+03 =
11 1.00E+02 1.10E+02 5.20E+01 5.80E+01 +
12 1.70E+04 1.80E+04 1.10E+04 1.20E+04 +
13 1.40E+02 1.50E+02 1.10E+02 1.20E+02 +
14 6.40E+01 6.40E+01 4.00E+01 4.00E+01 +
15 1.70E+02 1.60E+02 7.80E+01 8.90E+01 +
16 1.90E+03 1.90E+03 1.90E+03 1.80E+03 =
17 1.30E+03 1.30E+03 1.30E+03 1.30E+03 =
18 1.60E+02 1.70E+02 9.50E+01 9.90E+01 +
19 1.10E+02 1.10E+02 5.20E+01 5.30E+01 +
20 1.40E+03 1.40E+03 1.50E+03 1.40E+03 =
21 2.60E+02 2.60E+02 2.50E+02 2.50E+02 +
22 1.10E+04 1.00E+04 1.10E+04 1.10E+04 =
23 5.70E+02 5.70E+02 5.70E+02 5.70E+02 +
24 9.00E+02 9.00E+02 8.90E+02 8.90E+02 +
25 7.60E+02 7.40E+02 7.10E+02 7.20E+02 +
26 3.30E+03 3.30E+03 3.10E+03 3.10E+03 +
27 5.90E+02 5.90E+02 5.70E+02 5.70E+02 +
28 5.20E+02 5.30E+02 5.20E+02 5.20E+02 =
29 1.20E+03 1.30E+03 1.30E+03 1.30E+03 =
30 2.30E+03 2.30E+03 2.30E+03 2.30E+03 +



APPENDIX I: DISH - POPULATION ANALYSIS

Tab. I.1 CEC 2015 benchmark set clustering and
population diversity analysis results of jSO and

DISH algorithms in 10D.

jSO DISH
Func. #runs MCO MPD #runs MCO MPD
1 51 1.22E+02 1.47E+01 51 1.27E+02 1.42E+01
2 51 6.55E+01 4.13E+01 51 6.72E+01 4.37E+01
3 2 1.68E+03 4.12E+00 1 2.11E+03 4.11E+00
4 51 1.54E+03 3.48E+01 51 1.48E+03 3.59E+01
5 50 1.91E+03 8.57E+01 50 2.01E+03 8.25E+01
6 51 1.10E+03 2.78E+01 51 1.07E+03 2.84E+01
7 51 1.46E+03 8.94E+00 51 1.55E+03 6.89E+00
8 51 7.20E+02 2.24E+01 51 7.04E+02 2.32E+01
9 0 − − 0 − −
10 51 2.06E+02 1.48E+01 51 2.17E+02 1.47E+01
11 51 2.91E+02 1.10E+01 51 2.68E+02 1.07E+01
12 0 − − 0 − −
13 47 2.01E+03 1.75E+01 49 2.12E+03 1.66E+01
14 51 8.35E+01 1.22E+02 51 7.83E+01 9.78E+01
15 51 5.88E+01 5.23E+00 51 6.04E+01 5.28E+00



Tab. I.2 CEC 2015 benchmark set clustering and
population diversity analysis results of jSO and

DISH algorithms in 30D.

jSO DISH
Func. #runs MCO MPD #runs MCO MPD
1 51 2.61E+02 8.79E+00 51 2.93E+02 9.38E+00
2 51 1.13E+02 9.49E+00 51 1.31E+02 1.17E+01
3 0 − − 0 − −
4 51 4.02E+03 5.71E+01 51 4.06E+03 5.79E+01
5 50 5.43E+03 1.80E+02 51 5.54E+03 1.77E+02
6 51 1.93E+03 4.64E+01 51 2.40E+03 4.64E+01
7 51 4.21E+03 2.40E+01 51 4.39E+03 2.83E+01
8 51 3.26E+03 3.52E+01 51 3.30E+03 3.13E+01
9 23 4.82E+03 6.10E+00 23 4.86E+03 6.14E+00
10 51 1.22E+03 5.50E+01 51 1.25E+03 5.10E+01
11 51 1.99E+02 8.25E+00 51 2.24E+02 6.57E+00
12 0 − − 0 − −
13 43 6.83E+03 7.12E+01 40 7.10E+03 6.28E+01
14 51 1.94E+02 8.51E+00 51 2.21E+02 1.65E+01
15 51 1.36E+02 5.86E+00 51 1.53E+02 5.80E+00



Tab. I.3 CEC 2015 benchmark set clustering and
population diversity analysis results of jSO and

DISH algorithms in 50D.

jSO DISH
Func. #runs MCO MPD #runs MCO MPD
1 51 3.34E+02 9.11E+00 51 4.08E+02 9.21E+00
2 51 1.43E+02 6.93E+00 51 1.67E+02 7.15E+00
3 5 1.44E+04 1.15E+02 4 1.27E+04 2.49E+02
4 51 5.81E+03 6.37E+01 51 5.76E+03 6.28E+01
5 51 8.16E+03 2.40E+02 51 8.54E+03 2.43E+02
6 51 4.09E+02 1.15E+01 51 5.27E+02 1.41E+01
7 51 3.58E+03 1.51E+01 51 4.99E+03 1.99E+01
8 51 1.26E+03 2.31E+01 51 2.23E+03 3.66E+01
9 43 5.74E+03 7.16E+00 34 6.71E+03 6.86E+00
10 51 8.36E+02 9.10E+00 51 1.42E+03 1.67E+01
11 51 2.43E+02 7.35E+00 51 2.91E+02 7.35E+00
12 0 − − 0 − −
13 47 1.12E+04 9.15E+01 46 1.08E+04 1.00E+02
14 51 2.26E+02 6.87E+00 51 2.62E+02 8.73E+00
15 51 2.03E+02 6.74E+00 51 2.26E+02 6.69E+00



Tab. I.4 CEC 2015 benchmark set clustering and
population diversity analysis results of jSO and

DISH algorithms in 100D.

jSO DISH
Func. #runs MCO MPD #runs MCO MPD
1 51 3.81E+02 9.84E+00 51 4.65E+02 9.85E+00
2 51 2.37E+02 8.12E+00 51 2.62E+02 8.13E+00
3 3 2.65E+04 3.25E+02 2 2.65E+04 2.86E+02
4 51 6.19E+03 2.99E+01 51 6.10E+03 2.59E+01
5 51 1.45E+04 3.49E+02 51 1.46E+04 3.48E+02
6 51 2.95E+03 7.53E+00 51 3.82E+03 7.09E+00
7 51 3.63E+03 9.48E+00 51 6.95E+03 1.26E+01
8 51 5.54E+03 8.07E+00 51 5.94E+03 8.17E+00
9 50 7.55E+03 8.58E+00 48 1.02E+04 8.35E+00
10 51 9.96E+02 7.83E+00 51 1.11E+03 7.73E+00
11 51 3.08E+02 8.51E+00 51 3.86E+02 8.46E+00
12 0 − − 0 − −
13 50 1.89E+04 1.73E+02 50 1.92E+04 1.71E+02
14 51 5.01E+02 7.23E+00 51 5.25E+02 7.21E+00
15 51 4.12E+02 8.39E+00 51 4.37E+02 8.36E+00
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